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#### Abstract

The concept of diameter perfect codes, which seems to be a natural generalization of perfect codes (codes attaining the sphere-packing bound) is introduced. This was motivated by the "code-anticode" bound of Delsarte in distance regular graphs. This bound in conjunction with the recent complete solutions of diametric problems in the Hamming graph $\mathcal{H}_{q}(n)$ and the Johnson graph $J(n, k)$ gives a sharpening of the sphere-packing bound. Some necessary conditions for the existence of diameter perfect codes are given. In the Hamming graph all diameter perfect codes over alphabets of prime power size are characterized. The problem of tiling of the vertex set of $J(n, k)$ with caps (and maximal anticodes) is also examined.
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## 1. Introduction

Perfect codes are a fascinating structure in coding theory, which again and again attracted attention. They have been studied for different metrics, especially, for the Hamming metric (for a good survey see e.g. [5]). Generally we are given a distance regular graph $\Gamma$ with vertex set $\mathcal{V}$. A code $\mathcal{C}$ in $\Gamma$ is a nonempty subset of $\mathcal{V}$. Its minimum distance $d(\mathcal{C})$ is the minimum distance of two distinct codewords, that is

$$
\begin{equation*}
d(\mathcal{C})=\min \{\operatorname{dist}(x, y): x, y \in \mathcal{C}, x \neq y\} \tag{1.1}
\end{equation*}
$$

The set

$$
\begin{equation*}
\mathcal{B}_{i}(u)=\{x \in \mathcal{V}: \operatorname{dist}(x, u) \leq i\} \tag{1.2}
\end{equation*}
$$

is the ball of radius $i$ and center $u$.
Now, a code $\mathcal{C}$ is called $e$-perfect if the balls $\left\{\mathcal{B}_{e}(u): u \in \mathcal{C}\right\}$ partition $\mathcal{V}$, that is,

$$
\begin{equation*}
\bigcup_{u \in \mathcal{C}}^{\bullet} \mathcal{B}_{e}(u)=\mathcal{V} \tag{1.3}
\end{equation*}
$$

and consequently with the cardinality $b_{e}$ of these balls

$$
\begin{equation*}
|\mathcal{C}|=|\mathcal{V}| b_{e}^{-1} . \tag{1.4}
\end{equation*}
$$

Clearly, an $e$-perfect code $\mathcal{C}$ has minimum distance

$$
\begin{equation*}
d(\mathcal{C})=2 e+1 \tag{1.5}
\end{equation*}
$$

Conversely, if a code $\mathcal{C}$ satisfies (1.4) and (1.5), then it is $e$-perfect.
Central in our investigations is a bound which was found by Delsarte in his study of the Bose-Mesner algebra of association schemes:

Theorem D [6] Let $\mathcal{X}$ and $\mathcal{Y}$ be subsets of the vertex set $\mathcal{V}$ of a distance regular graph $\Gamma$, such that nonzero distances occuring between vertices in $\mathcal{X}$ do not occur between vertices of $\mathcal{Y}$. Then

$$
\begin{equation*}
|\mathcal{X}||\mathcal{Y}| \leq|\mathcal{V}| . \tag{1.6}
\end{equation*}
$$

In particularly, for a code $\mathcal{C}$ with minimum distance $d(\mathcal{C})=D+1$ and any ball $\mathcal{B}_{e}(u) \subset \mathcal{V}$

$$
|\mathcal{C}|\left|\mathcal{B}_{e}(u)\right| \leq|\mathcal{V}|
$$

and thus

$$
\begin{equation*}
|\mathcal{C}| \leq|\mathcal{V}| b_{e}^{-1} \text { for } e=\left\lfloor\frac{D}{2}\right\rfloor . \tag{1.7}
\end{equation*}
$$

This is the well-known so-called "sphere" packing bound.
The present investigation started with the observation that the Diametric Theorems (stated below) of [1] for the Johnson graph $J(n, k)$ and of [2] for the Hamming graph $\mathcal{H}_{q}(n)$ yield improvements of (1.7).
Indeed, let $D(\mathcal{A})$ be the diameter of any $\mathcal{A} \subset \mathcal{V}$ of a distance regular graph.

$$
\begin{equation*}
D(\mathcal{A})=\max \{\operatorname{dist}(x, y): x, y \in \mathcal{A}\} \tag{1.8}
\end{equation*}
$$

We also say that $\mathcal{A}$ is an anticode with diameter $D(\mathcal{A})$.
Let $A^{*}(D)=\max \{|\mathcal{A}|: D(\mathcal{A}) \leq D\}$.
Then by Theorem D for any code $\mathcal{C} \subset \mathcal{V}$ with minimum distance $d(\mathcal{C})=D+1$

$$
\begin{equation*}
|\mathcal{C}| \leq|\mathcal{V}| A^{*}(D)^{-1} \tag{1.9}
\end{equation*}
$$

One can use this bound to introduce another and seemingly more natural concept of perfect codes.

Definition. A code $\mathcal{C}$ with $d(\mathcal{C})=D+1$ is called $D$-diameter perfect, if (1.9) holds with equality. We use the word diameter perfect, if the parameter is unspecified.
Clearly, any perfect code is also diameter perfect. In this case an optimal anticode must be a ball! However, in general that is not the case and we get improvements of the sphere packing bound.

The diametric problems in Johnson and Hamming graphs are closely related to intersection problems for systems of finite sets. Recently these two problems were completely solved in [1], [2] by describing all maximal anticodes. We need some further notation:
$\binom{[n]}{k}$ denotes the set of all $k$-element subsets of the set $[n] \triangleq\{1, \ldots, n\}$.
A system of subsets $\mathcal{A} \subset\binom{[n]}{k}$ is called $t$-intersecting, if

$$
\left|A_{1} \cap A_{2}\right| \geq t \text { for all } A_{1}, A_{2} \subset \mathcal{A}
$$

Define the function
$M(n, k, t)=\max \left\{|\mathcal{A}|: \mathcal{A}\right.$ is a $t$-intersecting system, $\left.\mathcal{A} \subset\binom{[n]}{k}\right\}, 1 \leq t \leq k \leq n$.
Note that in the language of $0-1$ vectors of length $n$ and weight $k$ this is the maximal size of an anticode of Hamming diameter 2(k-t). Define

$$
\mathcal{F}_{i}=\left\{A \in\binom{[n]}{k}:|A \cap[1, t+2 i]| \geq t+i\right\}
$$

for $o \leq i \leq \frac{n-t}{2}$.

Theorem AK 1 [1] For $1 \leq t \leq k \leq n$ with
(i) $(k-t+1)\left(2+\frac{t-1}{r+1}\right)<n<(k-t+1)\left(2+\frac{t-1}{r}\right)$ for some $r \in \mathbb{N} \cup\{0\}$ we have

$$
M(n, k, t)=\left|\mathcal{F}_{r}\right|
$$

and $\mathcal{F}_{r}$ is-up to permutation-the unique optimum. By convention $\frac{t-1}{r}=\infty$ for $r=0$.
(ii) $(k-t+1)\left(2+\frac{t-1}{r+1}\right)=n$ for $r \in \mathbb{N} \cup\{0\}$ we have

$$
M(n, k, t)=\left|\mathcal{F}_{r}\right|=\left|\mathcal{F}_{r+1}\right|
$$

and an optimal system equals up to permutations-either $\mathcal{F}_{r}$ or $\mathcal{F}_{r+1}$.
We denote the maximal cardinality of an anticode in $J(n, k)$ of diameter $D$ by

$$
\begin{equation*}
A^{*}(n, D, k)=M(n, k, t), \text { if } D=2 k-2 t . \tag{1.10}
\end{equation*}
$$

In the Hamming space $\mathcal{H}(n, q)$ we have a second concept of intersection.
Let $F=\{0,1, \ldots, q-1\}$ and let $\mathcal{A} \subset F^{n}$ be a set of sequences $\left(a_{1}, \ldots, a_{n}\right), a_{i} \in F$.
We say that $\mathcal{A}$ is $t$-intersecting if, for any $a^{n}, b^{n} \in \mathcal{A}$

$$
\operatorname{int}\left(a^{n}, b^{n}\right) \triangleq\left|\left\{i \in[n]: a_{i}=b_{i}\right\}\right| \geq t
$$

Equivalently we say that $\mathcal{A}$ has a diameter $n-t$. Define

$$
N_{q}(n, t) \triangleq \max \left\{|\mathcal{A}|: \mathcal{A} \text { is a } t \text {-intersecting system in } F^{n}\right\}
$$

Denote now the maximal cardinality of an anticode in $\mathcal{H}_{q}(n)$ of diameter $D$ by

$$
\begin{equation*}
A_{q}^{*}(n, D)=N_{q}(n, t), \text { if } D=n-t . \tag{1.11}
\end{equation*}
$$

Theorem AK 2 [2] For $q \geq 2, D<n$ we have

$$
\begin{equation*}
A_{q}^{*}(n, D)=\left|B_{r}^{n-D+2 r}(u)\right| \cdot q^{D-2 r} \tag{1.12}
\end{equation*}
$$

where $B_{r}^{n-D+2 r}(u)$ is a ball in $\mathcal{H}_{q}(n-D+2 r)$ of radius $r$ and

$$
r= \begin{cases}\left\lfloor\frac{D}{2}\right\rfloor, & \text { if }(D+1) q \leq 2 n  \tag{1.13}\\ \left\lfloor\frac{n-D+1}{q-2}\right\rfloor, & \text { if }(D+1) q>2 n\end{cases}
$$

Remark 1. In [2] this Theorem is formulated in terms of intersection. It can be seen from (1.11) that an optimal anticode is a Cartesian product of a ball and cube with parameters determined by (1.13).

Obviously these theorems give a sharpening of the sphere packing bound in the Johnson graph and the Hamming graph.
Besides improving the sphere packing bound we investigate $D$-diameter perfectness and tiling with optimal anticodes.

But first we report classical results on $e$-perfectness for most familiar distance regular graphs.

## 1. Hamming Graphs

The vertex set of the Hamming graph $\mathcal{H}_{q}(n)$ is the set $V^{n}=\{0,1, \ldots, q-1\}^{n}$. The distance for any two vertices is the Hamming distance $d_{H}$ (counting the number of different components). Two vertices are adjacent, if their Hamming distance is 1 .
It was proved by van Lint [16], Tietäväinen [17], and independently by Zinoviev and Leontiev [18], that all $e$-perfect codes in $\mathcal{H}_{q}(n)$ ( $q$ is a prime power) must have the same parameters as one of the Hamming or Golay codes.
However, the problem of existence of $e$-perfect codes is still open, if $q$ is not a power of a prime. Another direction of research has been to find non-isomorphic $e$-perfect codes with the same parameters. A recent survey is [5, ch. 11].

## 2. Johnson Graphs

The vertex set of the Johnson graph $J(n, k)$ is $V_{k}^{n}=\left\{x \in\{0,1\}^{n}: x\right.$ has $k$ ones $\}$. Two vertices $x, y$ are adjacent, if they have $k-1$ ones in common or, equivalently, if $d_{H}(x, y)=2$. Thus the Johnson distance between $x, y \in V_{k}^{n}$ is defined to be $d_{J}(x, y)=\frac{1}{2} d_{H}(x, y)$.

Delsarte [6] conjectured in 1973 that no nontrivial $e$-perfect codes exist in $J(n, k)$. Until now none has been found. However, Roos [15] established a necessary condition for their existence.

THEOREM R [15] If an e-perfect code in $J(n, k), n \geq 2 k$ exists then

$$
\begin{equation*}
n \leq \frac{(k-1)(2 e+1)}{e} \tag{1.14}
\end{equation*}
$$

(The case $n<2 k$ gives nothing new, because exchanging zeros and ones gives an isometry.)
Another significant nonexistence result is due to Etzion [7] (see also [3], [9]).
THEOREM E [7] There are no perfect codes in $J(2 k+e+1, e+1), J(2 k+p, k), J(2 k+$ $2 p, k) ; p \neq 3, J(2 k+3 p, k) ; p \neq 2,3,5$ where $p$ is a prime.

## 3. Grassmann Graph

Among the distance regular graphs the Grassmann graph $G_{q}(n, k)$ seems also to be interesting to our direction of research. Its vertex set is the set of all $k$-dimensional subspaces of $G F(q)^{n}$. Two such subspaces are adjacent iff they intersect in a $(k-1)$-dimensional subspace.
The diametric problem in the Grassman graph (in terms of intersections) is solved by Frankl and Wilson in [8].
We mention now our main results.
In Section 2 Theorem 1 generalizes Delsarte's Theorem for $J(n, k)$ to a local inequality, which in particular implies Johnson's bound. A similar inequality holds for $\mathcal{H}_{q}(n)$ and $G_{q}(n, k)$.
As an application of Theorem AK 1 we give a comparison of upper bounds obtained in Theorem D for constant weight codes.
In Section 3 we give examples of diameter perfect codes in $J(n, k)$. We also give necessary conditions which include the known one stated above.
In Section 4 we show that MDS codes are diameter perfect in $\mathcal{H}_{q}(n)$ and so are extended Hamming codes and extended Golay codes. Recall that the perfect codes are automatically diameter perfect. We prove that there are no others!

In Section 5 we show that the problem of existence of diameter perfect codes in $J(n, k)$ can be reduced in all cases to the problem of tiling of vertex set $V_{k}^{n}$ with caps.

Finally, we prove that there are no tilings of $V_{k}^{n}$ with optimal anticodes, which are not balls. (Compare Delsarte's conjecture above.)

## 2. A Local Inequality

In standard notation an $(n, 2 \delta, k)$-code in $J(n, k)$ has blocklength $n$, constant weight $k$, and minimum distance $d_{H}=2 \delta$ (or $d_{J}=\delta$ ). The maximum size of such codes is denoted by $A(n, 2 \delta, k)$.

In $\mathcal{H}_{q}(n)$ the corresponding notions are $(n, d)_{q}$-codes and maximum sizes $A(n, d)_{q}$.
The following statement is a generalization of Theorem D for the graphs mentioned above.

THEOREM 1 Let $\mathcal{C}_{\mathcal{D}}$ be a code in $\Gamma\left(\Gamma=J(n, k), \mathcal{H}_{q}(n)\right.$ or $\left.G_{q}(n, k)\right)$ with distances from $\mathcal{D}=\left\{d_{1}, \ldots, d_{s}\right\} \subset\{1,2, \ldots, n\}$. Further let $\mathcal{L}_{\mathcal{D}}(B)$ be a maximal code in $B \subset \Gamma$ with distances from $\mathcal{D}$. Then one has

$$
\begin{equation*}
\frac{\left|\mathcal{C}_{\mathcal{D}}\right|}{|\Gamma|} \leq \frac{\left|\mathcal{L}_{\mathcal{D}}(B)\right|}{|B|} \tag{2.1}
\end{equation*}
$$

Proof. Let $\Gamma=J(n, k)$. Count in two ways the number of pairs $(a, \pi)$, where $a \in C_{D}, \pi$ is a permutation of $\{1,2, \ldots, n\}$ with $\pi(a) \in B$. For a fixed $a \in \mathcal{C}_{\mathcal{D}}$ and $b \in B$ there are exactly $k!(n-k)$ ! choices for $\pi$; hence the number of such pairs equal $\left|\mathcal{C}_{\mathcal{D}}\right||B| k!(n-k)!$.
On the other hand no permutation can transfer elements of $\mathcal{C}_{\mathcal{D}}$ into more than $\left|\mathcal{L}_{\mathcal{D}}(B)\right|$ elements of $B$. Then we have

$$
\left|\mathcal{C}_{\mathcal{D}}\right||B| k!(n-k)!\leq\left|\mathcal{L}_{\mathcal{D}}(B)\right| n!
$$

as desired.
In fact the following much more general statement is valid.
Theorem $1^{\prime}$ With the conditions of Theorem 1 inequality (2.1) holds for any graph $\Gamma$, which admits a transitive group of automorphisms.
This can be easily proved using the same argument as in the proof above.
Remark 2. For the Hamming graph this extends the Elias-Bassalygo inequality (see [5, ch. 12]). Such an extension for the Hamming graph was already observed (stated in an even more general form) by Levenshtein [13].

Theorem D (for $J(n, k), \mathcal{H}_{q}(n), G_{q}(n, k)$ follows from (2.1) by choosing for $B$ a subset with distances from $\{1, \ldots, n\} \backslash D$. Then clearly $\left|\mathcal{L}_{D}(B)\right|=1$ and we get (1.6).
In $J(n, k)(2.1)$ implies

$$
\begin{equation*}
A(n, 2 \delta, k) \leq\binom{ n}{k}|L(B)||B|^{-1} \tag{2.2}
\end{equation*}
$$

where $L(B)$ is a maximal code in $B$ with minimum distance $2 \delta$.
Inequality (2.2) can be very useful to get various kinds of upper and lower bounds for constant weight codes by choosing $B$ in a suitable way. For example (2.2) can be viewed as a generalization of the well known Johnson bound (see [14]).

## Corollary 1

$$
\begin{align*}
& A(n, 2 \delta, k) \leq\left\lfloor\frac{n}{k} A(n-1,2 \delta, k-1)\right\rfloor  \tag{2.3}\\
& A(n, 2 \delta, k) \leq\left\lfloor\frac{n}{n-k} A(n-1,2 \delta, k)\right\rfloor \tag{2.4}
\end{align*}
$$

Indeed take as $B$ in (2.1) all vectors in $V_{k}^{n}$ with a 1 (resp. 0 ) in a fixed component and get (2.3) (resp. (2.4)).

Another application of (2.2) gives the bound due to Zinoviev [19] (see also [12]).
Theorem Z [19] If $0 \leq g \leq \min \{k, \delta\}$ and $0 \leq \ell<n$, then

$$
\begin{equation*}
A(n, 2 \delta, k) \leq \frac{\binom{n}{\ell}}{\sum_{i=0}^{g}\binom{k}{i}\binom{n-k}{\ell-i}} A(n-\ell, 2 \delta-2 g, k-g) . \tag{2.5}
\end{equation*}
$$

Proof. Take as a $B$ the set of all vectors in $V_{k}^{n}$ with weight at most $g$ in the first $\ell$ positions. Then by (2.2) we have

$$
A(n, 2 \delta, k) \leq \frac{\binom{n}{k}|L(B)|}{|B|}=\frac{\binom{n}{k}|L(B)|}{\sum_{i=0}^{g}\binom{\ell}{i}\binom{n-\ell}{k-i}} .
$$

Note that $|L(B)| \leq A(n-\ell, 2 \delta-2 g, k-g)$. This follows from the easy observation, that deletion of the first $\ell$ positions and change of arbitrary $i$ 's to 0 's in the last $n-\ell$ positions in every vector from $L(B)$ with weight $k-g+i(i=1, \ldots, g)$ (in the remaining positions) gives an ( $n-\ell, 2 \delta-2 g, k-g$ )-code.
Finally we get (2.5) using the following identity, which can be easily verified

$$
\begin{equation*}
\frac{\binom{n}{k}}{\sum_{i=0}^{g}\binom{\ell}{i}\binom{n-\ell}{k-i}}=\frac{\binom{n}{\ell}}{\sum_{i=0}^{g}\binom{k}{i}\binom{n-k}{\ell-i}} \tag{2.6}
\end{equation*}
$$

for $0<k, \ell \leq n$.
Theorem 1 gives also the following necessary condition for existance of a diameter perfect code in $J(n, k)\left(\mathcal{H}_{q}(n), G_{q}(n, k)\right)$.

Corollary 2 A $D$-diameter perfect code in $J(n, k)$ with minimum distance $d$ exists only if for every $B \subset V_{k}^{n}$ and every maximal code $L(B) \subseteq B$ with minimum distance $d$ holds

$$
A^{*}(n, d-2, k) \geq|B \| L(B)|^{-1}
$$

The same holds in $\mathcal{H}_{q}(n)$ and $G_{q}(n, k)$.
Another condition, which easily can be derived with Theorem 1, is as follows.
Corollary $3 \mathcal{C}$ is a $D$-diameter perfect code in $J(n, k)\left(\mathcal{H}_{q}(n), G_{q}(n, k)\right)$ with $d(C) \geq$ $D+1$ iff each maximal anticode $\mathcal{A}(D)$ contains a codeword.

The next result compares the upper bounds of Theorem $D$ for constant weight codes (with the same minimum distance), using Theorem AK 1.

THEOREM 2 Let $m, k, D$, $n$ be integers with $2 k \leq n, 0<m<k$. Then

$$
\begin{equation*}
\frac{\binom{n}{k}}{A^{*}(n, D, k)}>\frac{\binom{n}{m}}{A^{*}(n, D, m)} \tag{2.7}
\end{equation*}
$$

Proof. Note first, that it suffices to prove the inequality

$$
\begin{equation*}
\frac{A^{*}(n, D, k)}{A^{*}(n, D, k-1)}<\frac{n-k+1}{k} \tag{2.8}
\end{equation*}
$$

Indeed applying (2.8) $k-m$ times we will get the desired relation. Let $r \geq 0$ be determined from relation (i) of Theorem AK 1, where $t=\frac{2 k-D}{2}$.

Then by Theorem AK 1

$$
A^{*}(n, D, k)=\sum_{i=0}^{r}\binom{t+2 r}{t+r+i}\binom{n-t-2 r}{k-t-r-i}
$$

Further, since

$$
A^{*}(n, D, k-1)=M(n, k-1, t-1) \geq \sum_{j=0}^{r}\binom{t+2 r-1}{t+r+j-1}\binom{n-t-2 r+1}{k-t-r-j}
$$

we have

$$
\frac{A^{*}(n, D, k)}{A^{*}(n, D, k-1)} \leq \frac{\sum_{i=0}^{r}\binom{t+2 r}{t+r+i}\binom{n-t-2 r}{k-t-r-i}}{\sum_{j=0}^{r}\binom{t+2 r-1}{t+r+j-1}\binom{n-t-2 r+1}{k-t-r-j}}
$$

Set

$$
f(i)=\frac{\binom{t+2 r}{t+r+i}\binom{n-t-2 r}{k-t-r-i}}{\binom{t+2 r-1}{t+r+i-1}\binom{n-t-2 r+1}{k-t-r-i}}=\frac{(t+2 r)(n-k-r+i+1)}{(t+r+i)(n-t-2 r+1)}
$$

From the relation

$$
n<(k-t+1)\left(2+\frac{t-1}{r}\right)
$$

with $2 k \leq n$ we get $t+2 r \leq k$. This implies

$$
n-k-r+i+1>t+r+i
$$

Thus $f(i)$ is monotone decreasing and it suffices to show that

$$
\frac{(t+2 r)(n-k-r+1)}{(t+r)(n-t-2 r+1)}<\frac{n-k+1}{k}
$$

or equivalently

$$
\begin{equation*}
n+\frac{r(k-t-r)}{n-k-r+1}>\frac{k(t+2 r)}{t+r}+t+r-1 \tag{2.9}
\end{equation*}
$$

Denote the LHS of (2.9) by $g(n)$. The function $g(n)$ is increasing for $n \geq n_{m}=$ $\sqrt{r(k-t-r)}+k+r-1$. We have

$$
(k-t+1)\left(2+\frac{t-1}{r+1}\right)=n_{1} \leq n .
$$

One can check that $n_{m}<n_{1}$. Hence it is sufficient to show the desired relation for $n=n_{1}$. That is, we have to verify the following inequality

$$
\begin{equation*}
\frac{(t+2 r+1)(k-t+1)}{r+1}+\frac{r(r+1)(k-t-r)}{(t+r)(k-t-r)+2(r+1)}-\frac{k(t+2 r)}{t+r}-t-r+1>0 . \tag{2.10}
\end{equation*}
$$

We distinguish two cases: (i) $k \geq t+2 r+1$ and (ii) $k=t+2 r$.
Denote the LHS of (2.10) by $h(k)$. One can check now that $h(t+2 r+1)>0$ and $h(t+r)<0$.
On the other hand it can be easily seen that there exists $0 \leq k_{0}<t+r$ such that $h\left(k_{0}\right)>0$. Hence $h(k)$ monotonically increases when $k \geq t+2 r+1$ i.e. $h(k)>0$ as desired.

The case (ii) $k=t+2 r$ needs slightly a more delicate estimation. In this case we have

$$
n_{m}<n_{1}=(k-t+1)\left(2+\frac{t-1}{r+1}\right)=4 r+2 t-\frac{t-1}{r+1}=2 k-\frac{t-1}{r+1}<2 k \leq n
$$

Hence for the case (ii) it suffices to show (2.9) for $n=2 k=2(t+2 r)$, which easily can be verified.

Remark 3. The following example shows that in general (2.7) cannot be improved even by a constant factor $c>1$ in the RHS. Let $n=2 k, m=k-1, D=4$ (in fact one can take any $D$ ). Then in view of Theorem AK1, if $k>3$ the maximal anticode of diameter 4 in $J(2 k, k)$ and $J(2 k, k-1)$ is a ball of Hamming radius 2. Hence $A^{*}(2 k, 4, k)=k^{2}+1$, $A^{*}(2 k, 4, k-1)=k^{2}$. By (2.7) we have

$$
\frac{\binom{2 k}{k}}{k^{2}+1}>\frac{\binom{2 k}{k-1}}{k^{2}}
$$

and clearly RHS/LHS goes to 1 as $k \rightarrow \infty$.

## 3. Examples of $\boldsymbol{D}$-Diameter Perfect Codes in $J(n, k)$

We have from (2.2) and Theorem AK 1 in the Introduction that

$$
\begin{equation*}
A(n, 2 \delta, k) \leq \frac{\binom{n}{k}}{\left|\mathcal{F}_{r}\right|}, \tag{3.1}
\end{equation*}
$$

with $r \in \mathbb{N} \cup\{0\}$ as specified there.

Example 1. Let $k, n \in \mathbb{N}$ and $k \mid n$. Obviously there exists an ( $n, 2 k, k$ )-code $\mathcal{C}$ with $|\mathcal{C}|=\frac{n}{k}$. We have

$$
|\mathcal{C}|=\frac{n}{k}=\frac{\binom{n}{k}}{A^{*}(n, 2(k-1), k)}=\frac{\binom{n}{k}}{M(n, k, 1)}=\frac{\binom{n}{k}}{\binom{n-1}{k-1}}
$$

Thus $\mathcal{C}$ is a $D$-diameter perfect code with $D=D_{H}=2(k-1)$. This is also $e$-perfect (the trivial code) in the case $n=2 k, k$ odd, $e=\frac{k-1}{2}$.

This example is a special case of a class of diameter perfect codes obtained from Steiner systems.
A Steiner system $S(n, t, k)$ is a collection of $k$-subsets (called blocks) taken from an $n$-set such that for each $t$-subset of the $n$-set there exists exactly one block containing this $t$-subset. The number $b$ of blocks is

$$
\begin{equation*}
b=\binom{n}{t} /\binom{k}{t} . \tag{3.2}
\end{equation*}
$$

A necessary condition for a Steiner system to exists is that

$$
\begin{equation*}
\binom{n-i}{t-i} /\binom{k-i}{t-i} \in \mathbb{N} \text { for } 0 \leq i \leq t \tag{3.3}
\end{equation*}
$$

Representing blocks by $0-1$-vectors one sees that a Steiner system $S(t, k, n)$ is equivalent to a constant weight code with parameters $(n, 2(k-t+1), k)$, because any two vectors have at most $t-1$ ones in common.

LEMMA 1 Any Steiner system $S(t, k, n)$ forms a diameter perfect code.
Proof. Let $\mathcal{C}$ be an $(n, 2(k-t+1), k)$-code corresponding to a $S(t, k, n)$. Then

$$
|\mathcal{C}|=\frac{\binom{n}{t}}{\binom{k}{t}}=\frac{\binom{n}{k}}{\binom{n-t}{k-t}} .
$$

On the other hand $|\mathcal{C}| \leq \frac{\binom{n}{k}}{A^{*}(n, 2(k-t), k)}$ and therefore $A^{*}(n, 2(k-t), k) \leq\binom{ n-t}{k-t}$.
Since there exists an anticode of size $\binom{n-t}{k-t}$ the statement follows.

Next we return to $e$-perfect codes in $J(n, k)$. Suppose that $\mathcal{C}$ is an $(n, 2 \delta, k)$-code which is $e$-perfect. Then clearly $\delta=2 e+1$ and

$$
|\mathcal{C}|=\binom{n}{k}\left(\sum_{i=0}^{e}\binom{k}{i}\binom{n-k}{i}\right)^{-1} .
$$

The parameters of a maximal anticode of diameter $D_{H}=2(\delta-1)$ can be found (see Theorem AK 1) from the relation

$$
\begin{equation*}
\delta\left(2+\frac{k-\delta}{r+1}\right) \leq n<\delta\left(2+\frac{k-\delta}{r}\right) \tag{3.4}
\end{equation*}
$$

We must have $k-\delta+1+2 r=k$ and therefore $r=\frac{\delta-1}{2}=e$. Hence

$$
n \leq(2 e+1)(k-1) / e,
$$

which is Roos's result reported in the Introduction.
The following necessary condition for the existence of $e$-perfect codes [7] inspired us to obtain a similar condition for $D$-diameter perfect codes:

Theorem 3 [7] If an e-perfect code in $J(n, k)$ exists then Steiner systems $S(e+1,2 e+1, k)$ and $S(e+1,2 e+1, n-k)$ exist.

Theorem 4 Assume that there exists a diameter perfect $(n, 2 \delta, k)$-code $\mathcal{C}$ and $r \in \mathbb{N} \cup\{0\}$ is the parameter obtained from (3.4). Then Steiner systems $S(\delta-r, \delta, k)$ and $S(r+1, \delta, n-k)$ exist.

Proof. Let $b_{0}$ be a codeword. Partition the set of coordinates $\{1, \ldots, n\}$ into two parts $N_{1}$ and $N_{2}$, such that $N_{1}$ is the position of 1's in $b_{0}$. We will say that $x$ is an $(i, j)$-vector, if it has weight $i$ in part $N_{1}$ and weight $j$ in $N_{2}$.

Consider now all codewords, which are at distance $2 \delta=2(k-t+1)$ from $b_{0}$, and the vectors of weight $t+2 r$, which are at distance $k-t+2$ from $b_{0}$. That is, we consider all $(t-1, k-t+1)$-code vectors $B$ and all $(t+r-1, r+1)$-vectors.
In view of Theorem AK 1 each maximal anticode (in $J(n, k)$ ) of diameter $D=2(\delta-1)$ can be represented as a vector of weight $t+2 r$, where $r$ is obtained from (3.4). Moreover, Corollary 3 implies that for any $u \in V_{t+2 r}^{n}$ there exists a $v \in \mathcal{C}$, such that $d(u, v) \leq k-t$. This means that for each $(t+r-1, r+1)$-vector $u$ there exists precisely one codeword $v \in B$, such that $v$ is covered by $u$ (is contained in $u$ as a set) in part $N_{1}$ and $v$ covers $u$ in part $N_{2}$. Transform now $B$ into $B^{\prime}$ by inverting 0 's and 1 's in vectors of $B$, in part $N_{1}$.
Clearly we obtain ( $k-t+1, k-t+1$ )-vectors. It is easily seen that $B^{\prime}$ forms a "two part Steiner" system. That is any $(k-t-r+1, r+1)$-vector is covered by exactly one ( $k-t+1, k-t+1$ )-vector from $B^{\prime}$, and no $k-t+2$-vector is covered by two different vectors from $B^{\prime}$.

Since $\delta=k-t+1$ this clearly enforces

$$
|B|=\left|B^{\prime}\right|=\frac{\binom{k}{\delta-r}\binom{n-k}{r+1}}{\binom{\delta}{\delta-r}\binom{\delta}{r+1}} .
$$

A Steiner system $S(\delta-r, \delta, k)(S(r+1, \delta, n-k))$ can be obtained from $B^{\prime}$ in part $N_{1}$ (resp. $N_{2}$ ) by taking all vectors of $B^{\prime}$ with fixed $r+1$ 1's in $N_{2}$ (resp. $\delta-r$ 1's in $N_{1}$ ).

Example 2. There exists a Steiner system $S(5,8,24)$, which is a diameter perfect $(24,8,8)-$ code. Since $(k-t+1)(t+1)=4 \cdot 6=24$, by Theorem AK 1 we have two choices of $r: r=0$, or $r=1$. Therefore by Theorem 4 (with $r=1$ ) we obtain two Steiner systems, $S(3,4,8)$ and $S(2,4,16)$.

Corollary 4 A diameter perfect $(n, 2 \delta, k)$-code exists only if $k \geq(r+1)(\delta-r+1)$.
Proof. This follows from the known fact that for any Steiner system $S(t, k, n)$ necessarily $n \geq(k-t+1)(t+1)$. Note that this immediately follows from Theorem AK 1 using Theorem D.
One can also obtain additional necessary conditions using divisibility conditions (3.3).

## 4. Examples of $\boldsymbol{D}$-Diameter Perfect Codes in $\mathcal{H}_{q}(n)$

An $(n, d)_{q}$-code $\mathcal{C}$ is called MDS-code (maximum distance separable code), if it meets the Singleton bound, that is,

$$
|\mathcal{C}|=q^{n-d+1}
$$

Reed-Solomon codes [14] are an example of MDS-codes.
LEMMA 2 Any MDS-code is diameter perfect.
Proof. The set of all vectors with fixed $n-d+1$ coordinates forms an anticode of diameter $d-1$ and size $q^{d-1}$. Thus $|\mathcal{C}| q^{d-1}=q^{n}$ and the result follows.

We say that $\mathcal{C}^{\prime}$ is an extended code if it is obtained from a code $\mathcal{C}$ by adding an extra symbol to every codeword, such that $d\left(\mathcal{C}^{\prime}\right)=d(\mathcal{C})+1$.

Lemma 3 If $\mathcal{C}$ is a diameter perfect code in $\mathcal{H}_{q}(n)$, then the extended code $\mathcal{C}^{\prime}$ is also diameter perfect.
Proof. Let $\mathcal{C}$ be a diameter perfect code with minimum distance $d$ and let $\mathcal{A}$ be a maximal anticode of diameter $d-1$. Set

$$
\mathcal{A}^{\prime}=\left\{b^{n+1} \triangleq\left(a^{n}, \alpha\right): a^{n} \in \mathcal{A}, \alpha \in\{0,1, \ldots, q-1\}\right\}
$$

Clearly $\operatorname{diam}\left(\mathcal{A}^{\prime}\right) \leq d$ and $\left|\mathcal{A}^{\prime}\right|=q|\mathcal{A}|$. Then $\left|\mathcal{A}^{\prime}\right|\left|\mathcal{C}^{\prime}\right|=q^{n+1}$ and the statement follows.

Corollary 5 The extended Hamming and Golay codes are diameter perfect.
Remark 4. Using standard notation we denote by $[n, k, d]_{q}$ a $q$-ary linear code of length $n$, dimension $k$ and minimum distance $d$. It is known (see [14]), that there exist extended Golay codes ( $[24,12,8]$-code and $[12,6,6]_{3}$-code) and extended binary Hamming code ([2 $\left.2^{m}, 2^{m},-m-1,4\right]$-code).

There are also $q$-ary extended Hamming $[q+2, q-1,4]_{q}$-codes in the case when $q=2^{r}$, $q \geq 2$, which are also MDS codes. On the other hand one can show that there are no other extended Hamming codes. (This follows e.g. from a result in [10] (Theorem 5.3).)
However we do not know whether there are extensions of nonlinear $q$-ary perfect codes (which have the same parameters as Hamming codes).

THEOREM 5 In $\mathcal{H}_{q}(n)$ ( $q$ is a prime power) there are no diameter perfect codes except for the codes having the parameters of the Hamming and extended Hamming codes, Golay and extended Golay codes, MDS codes.

Proof. Let $\mathcal{C}$ be a $D$-diameter perfect $(n, d)_{q}$-code and let $r$ be the parameter obtained from relation (1.13). Suppose also that $r \neq \frac{d-1}{2}$ (i.e. $\mathcal{C}$ is not an $e$-perfect code) and $r>0$ (if $r=0$ we have an MDS code).
We have

$$
|\mathcal{C}|=q^{n} / A_{q}^{*}(n, d-1)
$$

and in view of Theorem AK 2

$$
A_{q}^{*}(n, d-1)=\left|B_{r}^{n-d+2 r+1}(u)\right| \cdot q^{d-2 r-1}
$$

Then puncturing some position in $\mathcal{C}$ we obtain an $(n-1, d-1)_{q}$-code $\mathcal{C}_{1}$ with $\left|\mathcal{C}_{1}\right|=|\mathcal{C}|$.
Clearly $\mathcal{C}_{1}$ is a $(D-1)$-diameter perfect code, because there exists an anticode (in $\mathcal{H}_{q}(n-$ 1)) of diameter $d-2$ and of size $\left|B_{r}^{n-d+2 r+1}(u)\right| \cdot q^{d-2 r-2}$.

Repeating this procedure we will finally get a diameter perfect code with parameters $n^{*}=n-d+2 r+1, d^{*}=2 r+1$ and this is a perfect code with parameters of Hamming or Golay codes. Next clearly on the length $n^{*}+1$ we have extended Golay codes or a code with parameters of an extended Hamming code.
On the other hand one can easily show that there are no doubly extended Golay codes, or codes with parmeters of possible doubly extended Hamming codes.
Namely $(25,9)_{2}$-code with cardinality $M=2^{12},(13,7)_{3}$-code with $M=3^{6}$ and $\left(\frac{q^{m}-1}{q-1}+\right.$ $2,5)_{q}$-code with $M=q^{n-m}\left(n=\frac{q^{m}-1}{q-1}, m>2\right)$. This completes the proof.

Remark 5. Note that MDS-codes include also trivial perfect codes. That is a $q$-ary code containing just one codeword $a \in \mathcal{H}_{q}(n)$ (by convention here $d=n+1$ ), the whole space, and an $(n, n)_{q}$ "repetition" code with $q$ codewords.

## 5. Tiling in $J(n, k)$ with Caps

For $n, m, k, \ell \in \mathbb{N}, \ell \leq k, m<n$ and $E \in\binom{[n]}{m}$ define

$$
\begin{equation*}
\mathcal{F}_{E}=\left\{A \subset\binom{[n]}{k}:|A \cap E| \geq \ell\right\} . \tag{5.1}
\end{equation*}
$$

We say, that $\mathcal{B} \subset\binom{[n]}{m}$ forms a partition of $\binom{[n]}{k}$ if

$$
\binom{[n]}{k}=\bigcup_{E \in \mathcal{B}}^{\bullet} \mathcal{F}_{E}
$$

Let $B_{r_{1}}(x)$ be the ball (in Hamming space) of radius $r_{1}$ and center $x$ and let $S_{r_{2}}(y)$ be a "sphere" of radius $r_{2}$ centered at $y$ (the boundary points of $B_{r_{2}}(y)$ ). Denote by $C(x)$ the cap

$$
B_{r_{1}}(x) \cap S_{r_{2}}(y)
$$

Clearly the characteristic vectors of $\mathcal{F}_{E}$, defined above form a cap $C(x) \subset V_{k}^{n}$, where $w t(x)=m, w t(y)=0, r_{1}=m+k-2 \ell$ and $r_{2}=k$.

Further we will use the notation $C(x, \ell)$ to indicate the parameter $\ell$ in (5.1), that is

$$
C(x, \ell)=\left\{u \in V_{k}^{n}:\langle x, u\rangle \geq \ell\right\}
$$

where $\langle x, y\rangle$ is the number of common 1's in $x$ and $u$.
Thus we can speak about the problem of tiling of $V_{n}^{k}$ by caps. The problem of tiling of $H_{2}(n)$ by different balls is considered in [11]. Remind that Theorem AK 1 says that the maximal anticode in $J(n, k)$ of given diameter $2(k-t)$ is always a cap $C(x, t+r)$, $x \in V_{t+2 r}^{n}$, with parameter $r$ determined by the relation

$$
\begin{equation*}
(k-t+1)\left(2+\frac{t-1}{r+1}\right) \leq n<(k-t+1)\left(2+\frac{t-1}{r}\right) . \tag{5.2}
\end{equation*}
$$

Later we will associate with an $(n, 2 \delta, k)$-code the parameters $t$ and $r$, where $t-1$ is the "maximal intersection" (the number of common 1's) between codewords (i.e. $t=k-\delta+1$ ) and $r$ is the parameter determined by relation (5.2).

## Theorem 6

(i) If $\mathcal{C} \subset V_{m}^{n}$ is a $D$-diameter perfect code, then there exists a partition of $V_{t+2 r}^{n}$ by caps $C(x, t+r), x \in \mathcal{C}$.
(ii) if $V_{k}^{n}$ is partitioned by caps $C(x, \ell), x \in \mathcal{C} \subset V_{m}^{n}$, then $\mathcal{C}$ is a diameter perfect code with minimum distance $2(m+k-2 \ell+1)$.

Proof. The idea of proof for part (i) is clear and we already used it in the proof of Theorem 4. However we give a formally complete proof. Let $t, r$ be the parameters (defined above) of a $D$-diameter perfect code $\mathcal{C}$. We know that each anticode can be represented as vector of weight $t+2 r$.
Consider now the set of anticodes (taken as $t+2 r-$ vectors) containing a given codeword $x$. Clearly this is a cap $C(x, t+r) \subset V_{t+2 r}^{n}$. We claim that $V_{t+2 r}^{n}=\bigcup_{x \in \mathcal{C}}^{\bullet} C(x, t+r)$.

Indeed, using a modification of identity (2.6) we get

$$
\begin{aligned}
|\mathcal{C}| & =\frac{\binom{n}{m}}{A^{*}(n, D, m)}=\frac{\binom{n}{m}}{\sum_{i=0}^{m-t-r}\binom{t+2 r}{t+r+i}\binom{n-t-2 r}{m-t-r-i}}=\frac{\binom{n}{t+2 r}}{\sum_{i=0}^{r}\binom{m}{t+r+i}\binom{n-m}{r-i}} \\
& =\frac{\binom{n}{r+2 r}}{|C(x, t+r)|} .
\end{aligned}
$$

(ii) Assume now that there exists a partition of $V_{k}^{n}$ by caps $C(x, \ell), x \in \mathcal{C} \subset V_{m}^{n}$. One readily veryfies that two caps $C\left(x_{1}, \ell\right)$ and $C\left(x_{2}, \ell\right)$ are disjoint only if $2 \ell>k$. Moreover if $x_{1}, x_{2} \in \mathcal{C}$ they must have less than $2 \ell-k$ common 1 's. This means that for any $x_{1}, x_{2} \in \mathcal{C}$

$$
d_{H}\left(x_{1}, x_{2}\right) \geq 2(m+k-2 \ell+1) .
$$

By condition (ii) of the Theorem together with (2.6) we get

$$
|\mathcal{C}|=\frac{\binom{n}{k}}{\sum_{i=0}^{m-\ell}\binom{m}{\ell+i}\binom{n-m}{k+\ell-i}}=\frac{\binom{n}{m}}{\sum_{i=0}^{k-\ell}\binom{k}{\ell+i}\binom{n-k}{m-\ell-i}} .
$$

Consider now a cap $C(u, \ell), u \in V_{k}^{n}$. Clearly it is an anticode with $\operatorname{diam} C(u, \ell)=$ $2(m+k-2 \ell)$. Therefore by the code-anticode condition we have

$$
|\mathcal{C}| \leq \frac{\binom{n}{m}}{|C(u, \ell)|}=\frac{\binom{n}{m}}{\sum_{i=0}^{k-\ell}\binom{k}{\ell+i}\binom{n-k}{m-\ell-i}} .
$$

Hence $\mathcal{C}$ is a diameter perfect code and $C(u, \ell)$ is a maximal anticode.
The following question seems to be natural. Does the existence of a $D$-diameter perfect code in all cases imply a partition of the whole space by maximal anticodes as for $e$-perfect codes? The next theorem gives a negative answer.

ThEOREM 7 For given $n, k, D$ there is no partition of $V_{k}^{n}$ by maximal anticodes of diameter $D$, if the maximal anticode is not a ball in $J(n, k)$.
Proof. By Theorem AK 1 the maximal anticode is a cap $C(x, t+r), x \in V_{t+2 r}^{n}$, where $t=\frac{2 k-D}{2}$, and (by the condition of the Theorem) $t+2 r \neq k$.

Assume to the opposite that there is a partition

$$
V_{k}^{n}=\bigcup_{x \in \mathcal{C}}^{\bullet} C(x, t+r), \mathcal{C} \subset V_{t+2 r}^{n}
$$

W.l.o.g. we can assume that $2 k \leq n$. This (with (5.2)) gives $k>t+2 r$.

Further by Theorem $6 \mathcal{C}$ is a $D$-diameter perfect code (with minimum distance $2(k-t+$ 1)). Therefore

$$
\begin{align*}
|\mathcal{C}| & =\frac{\binom{n}{t+2 r}}{A^{*}(n, D, t+2 r)}=\frac{\binom{n}{k}}{|C(x, t+r)|} \\
& =\frac{\binom{n}{k}}{\sum_{i=0}^{r}\binom{t+2 r}{t+r+i}\binom{n-t-2 r}{k-t-r-i}}=\frac{\binom{n}{t+2 r}}{\sum_{i=0}^{k-t-r}\binom{k}{t+r+i}\binom{n-k}{r+i}} . \tag{5.3}
\end{align*}
$$

Hence the maximal anticode in $V_{t+2 r}^{n}$ of diameter $D$ is a cap $\mathcal{C}(u, t+r), u \in V_{k}^{n}$. Thus we have $k=t^{\prime}+2 r^{\prime}$, where $t^{\prime}=2 t+2 r-k$ and the parameter $r^{\prime}$ is obtained from the relation

$$
\left(t+2 r-t^{\prime}+1\right)\left(2+\frac{t^{\prime}-1}{r^{\prime}+1}\right) \leq n<\left(t+2 r-t^{\prime}+1\right)\left(2+\frac{t^{\prime}-1}{r^{\prime}}\right)
$$

This implies $t^{\prime}+2 r^{\prime} \leq t+2 r$, which is a contradiction.

## 6. Open Problems

1. Of course one of the main problem left is to clarify, whether there exist diameter perfect codes in $J(n, k)$ aside from Steiner systems.

More generally one can ask about the existence of perfect sets in $J(n, k)$. That is a pair of sets $X, Y \subset V_{k}^{n}$ satisfying the condition of Theorem D and $|X||Y|=\binom{n}{k}$. The analogous question can be asked for $\mathcal{H}_{q}(n)$.
2. Are there diameter perfect codes in $G_{q}(n, k)$ ? Let $V$ be an $n$-dimensional vector space over $G F(q)$. For $k \geq 0$ we denote by $\left[\begin{array}{l}V \\ k\end{array}\right]_{q}$ the set of all $k$-dimensional subspace of $V$. A family $\mathcal{F} \subseteq\left[\begin{array}{l}V \\ k\end{array}\right]_{q}$ is called $t$-intersecting iff $\operatorname{dim}\left(F_{1} \cap F_{1}\right) \geq t$ for all $F_{1}, F_{2} \in \mathcal{F}$ or, equivalently, $\operatorname{dist}\left(F_{1}, F_{2}\right) \triangleq \operatorname{dim}\left(F_{1}\right)+\operatorname{dim}\left(F_{2}\right)-2 \operatorname{dim}\left(F_{1} \cap F_{2}\right) \leq 2(k-t)$. Frankl and Wilson [8] proved:

For every $t$-intersecting family $\mathcal{F} \subset\left[\begin{array}{l}V \\ k\end{array}\right]_{q}$ holds

$$
|\mathcal{F}| \leq \begin{cases}{\left[\begin{array}{c}
n-t \\
k-t
\end{array}\right]_{q},} & \text { if } n \geq 2 k \\
{\left[\begin{array}{c}
2 k-t \\
k
\end{array}\right]_{q},} & \text { if } 2 k-t<n<2 k\end{cases}
$$

This result together with Theorem D implies that in $G_{q}(n, k)$ only "Steiner system type" diameter perfect codes can exist. Here $\mathcal{F} \subset\left[\begin{array}{c}V \\ k\end{array}\right]_{q}$ is called a Steiner system $S(t, k, n)_{q}$
if each $t$-space from $V$ is contained in exactly one $k$-space from $\mathcal{F}$. We know only $S(1, k, n)_{q}(k$ divides $n)$ Steiner systems in $G_{q}(n, k)$, which are just partitiones of $V \backslash\{0\}$ into $k$-spaces (with excluded 0 -vector).
3. In section 5 we have shown that $V_{k}^{n}$ cannot be partitioned into maximal anticodes, if the maximal anticode is not a ball. Now, we ask whether $V_{k}^{n}$ can be nontrivially partitioned into diameter perfect codes?
In one case it is possible, namely, by Baranyai's theorem $V_{k}^{n}$ ( $k$ divides $n$ ) can be partitioned into $\binom{n-1}{k-1}$ classes of $S(1, k, n)$ Steiner systems (see [4]).
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