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## 1 Introduction

In a series of papers Mauduit and Sárközy (partly with further coauthors) studied finite pseudorandom binary sequences

$$
E_{N}=\left\{e_{1}, e_{2}, \ldots, e_{N}\right\} \in\{-1,+1\}^{N}
$$

In particular, in Part I [6] first they introduced the following measures of pseudorandomness:

The well-distribution measure of $E_{N}$ is defined as

$$
W\left(E_{N}\right)=\max _{a, b, t}\left|\sum_{j=0}^{t-1} e_{a+j b}\right|
$$

where the maximum is taken over all $a, b, t$ such that $a, b, t \in \mathbb{N}$ (where $\mathbb{N}$ is the set of the positive integers) and $a \leq a+(t-1) b \leq N$, while the correlation measure of order $k$ of $E_{N}$ is defined as

$$
C_{k}\left(E_{N}\right)=\max _{M, D}\left|\sum_{n=1}^{M} e_{n+d_{1}} e_{n+d_{2}} \ldots e_{n+d_{k}}\right|
$$

[^0]where the maximum is taken over all $D=\left(d_{1}, \ldots, d_{k}\right)$ and $M$ such that $d_{1}<\cdots<d_{k}$ are non-negative integers with $M+d_{k} \leq N$.

Then the sequence $E_{N}$ is considered as a "good" pseudorandom sequence if both these measures $W\left(E_{N}\right)$ and $C_{k}\left(E_{N}\right)$ (at least for small $k$ ) are "small" in terms of $N$ (in particular, both are $o(N)$ as $N \rightarrow \infty$ ). This terminology is justified by the fact that, as it is shown in [2] and [5], for a "truly random" $E_{N} \in\{-1,+1\}^{N}$ both $W\left(E_{N}\right)$ and, for fixed $\ell, C_{\ell}\left(E_{N}\right)$ are around $N^{1 / 2}$ with "near to 1 " probability.

In [6] is explained why to use the well-distribution measure and correlation measure as measures of pseudorandomness. However, one would expect that there are applications where it suffices to control only some of the pseudorandom measures instead of the full control of all of them. In particular, one of the most important applications of pseudorandomness is cryptography. If, e.g., we want to use a binary sequence $E_{N} \in\{-1,+1\}^{N}$ (after transforming it into a bit sequence) as a key stream in the standard Vernam cipher [7], then $E_{N}$ must possess certain pseudorandom properties. Does $E_{N}$ need to possess both small well-distribution measure and, for any fixed small $k$, small correlation measure of order $k$ ? In other words, if $W\left(E_{N}\right)$ is large, resp. $C_{k}\left(E_{N}\right)$ is large for some fixed small $k$, then can the enemy utilize this fact to break the code? The most natural line of attack is the exhaustive search: the attacker may try all the binary sequences $E_{N} \in\{-1,+1\}^{N}$ with large $W\left(E_{N}\right)$, resp. large $C_{k}\left(E_{N}\right)$, as a potential key stream. Clearly, this attack is really threatening only if the number of sequences $E_{N} \in\{-1,+1\}^{N}$ with
(i) large $W\left(E_{N}\right)$, resp.
(ii) large $C_{k}\left(E_{N}\right)$
is "much less" than the total number $2^{N}$ of sequences in $\{-1,+1\}^{N}$, besides one needs a fast algorithm to generate the sequences of type (i), resp. (ii).

The case (i) is easy, thus, for the sake of completeness, here we just present an estimate for the number of sequences $E_{N}$ with large $W\left(E_{N}\right)$ and we sketch the background, but we leave the details (which are similar but simpler than later in the study of the correlation) to the reader.

For $0 \leq x \leq 1$ define the function $\xi(x)$ (that is, the binary entropy) by

$$
\xi(x)= \begin{cases}-\frac{1}{\log 2}(x \log x+(1-x) \log (1-x)) & \text { for } 0<x<1 \\ 0 & \text { for } x=0 \text { and } x=1\end{cases}
$$

For $N \in \mathbb{N}$ and $0<\alpha<1$ write

$$
\mathcal{V}(N, \alpha)=\left\{E_{N}: E_{N} \in\{-1,+1\}^{N}, W\left(E_{N}\right)>\alpha N\right\} .
$$

Proposition 1. For $0<\alpha<1, \varepsilon>0, N \in \mathbb{N}$, and $N>N_{o}(\alpha, \varepsilon)$ we have

$$
2^{(\xi((1-\alpha) / 2)-\varepsilon) N}<|\mathcal{V}(N, \alpha)|<2^{(\xi((1-\alpha) / 2)+\varepsilon) N} .
$$

Proof of Proposition 1. Indeed, if $E_{N} \in \mathcal{V}(N, \alpha)$, then one of the sums in the definition of $W\left(E_{N}\right)$ must be greater than $\alpha N$ :

$$
\left|\sum_{j=0}^{t-1} e_{a+j b}\right|=|t-2|\left\{j: 0 \leq j<t, e_{a+j b}=-1\right\}| |>\alpha N .
$$

It follows that either

$$
\left|\left\{j: 0 \leq j<t, e_{a+j b}=-1\right\}\right|>\frac{t+\alpha N}{2}
$$

or

$$
\left|\left\{j: 0 \leq j<t, e_{a+j b}=-1\right\}\right|<\frac{t-\alpha N}{2}
$$

we may assume that the latter inequality holds. If $a, b, t$ are fixed and the number of $j$ 's with $e_{a+j b}=-1$ is $s$, then these $j$ values can be chosen in $\binom{t}{s}$ ways, with $s<\frac{t-\alpha N}{2}$. Thus fixing $a, b, t$, and one of the inequalities above, there are

$$
\sum_{0 \leq s<\frac{t-\alpha N}{2}}\binom{t}{s}
$$

choices of $E_{N}$. This sum is the greatest when $t$ is the greatest, i.e., $a=b=1$, $t=N$, and then we have

$$
\sum_{0 \leq s<\frac{1-\alpha}{2} N}\binom{N}{s} \geq\binom{ N}{\left[\frac{1-\alpha}{2} N\right]-1}
$$

so this is a lower bound for $|\mathcal{V}(N, \alpha)|$. To obtain an upper bound observe that there are two inequalities above to consider, $a, b, t, s$ each can be chosen in at most $N$ ways, and the greatest term in the last sum is at most $\binom{N}{\left[\frac{1-\alpha}{2} N\right]}$ so that

$$
|\mathcal{V}(N, \alpha)|<2 N^{4}\binom{N}{\left[\frac{1-\alpha}{2} N\right]} .
$$

It remains to estimate the binomial coefficient in the lower and upper bound for $|\mathcal{V}(N, \alpha)|$, which can be done in the standard way of estimating binomial coefficients (see Lemma 2 later) and then we get the result.

The case (ii), i.e., the case of large correlation is much more interesting: this case will be studied in Section 2.

In Section 3 we will sharpen the results of Section 2 in the special case when the order of the correlation is 2 .

Finally, in Section 4 we will study a lemma, which plays a crucial role in the estimation of the correlation in some of the most important constructions of pseudorandom binary sequences.

## 2 The number of binary sequences with large correlation

For $k, N \in \mathbb{N}, 2 \leq k \leq N$, and $0<\alpha<1$ write

$$
\mathcal{F}(k, N, \alpha)=\left\{E_{N}: E_{N} \in\{-1,+1\}^{N}, C_{k}\left(E_{N}\right)>\alpha N\right\} .
$$

First we will prove:
Theorem 1. For every $k \in \mathbb{N}$ with $k \geq 2$ and every $\varepsilon>0$ there are $\delta=$ $\delta(k, \varepsilon)>0$ and $N_{o}=N_{o}(k, \varepsilon)$ so that for $N>N_{o}$ we have

$$
\begin{equation*}
|\mathcal{F}(k, N, \varepsilon)|<2^{(1-\delta) N} . \tag{2.1}
\end{equation*}
$$

Proof of Theorem 1. The proof will be based on the following estimate:
Lemma 1. For all $k, N \in \mathbb{N}, 2 \leq k \leq N$, and $0<\alpha<1$ we have

$$
\begin{equation*}
|\mathcal{F}(k, N, \alpha)| \leq 2 N^{k+1} \max _{M: \alpha N<M<N} 2^{N-M} \sum_{0 \leq t<\frac{M-\alpha N}{2}}\binom{M}{t} . \tag{2.2}
\end{equation*}
$$

Proof of Lemma 1. If $E_{N} \in \mathcal{F}(k, N, \alpha)$, then by the definition of $\mathcal{F}(k, N, \alpha)$ and $C_{k}\left(E_{N}\right)$, there are $M, d_{1}, \ldots, d_{k}$ with

$$
\begin{gather*}
1 \leq M<N  \tag{2.3}\\
(0 \leq) \quad d_{1}<\cdots<d_{k} \quad(\leq N-M<N) \tag{2.4}
\end{gather*}
$$

and either

$$
\begin{equation*}
\sum_{n=1}^{M} e_{n+d_{1}} \ldots e_{n+d_{k}}>\alpha N \tag{2.5}
\end{equation*}
$$

or

$$
\begin{equation*}
\sum_{n=1}^{M} e_{n+d_{1}} \ldots e_{n+d_{k}}<-\alpha N \tag{2.6}
\end{equation*}
$$

Let $\mathcal{F}^{+}$and $\mathcal{F}^{-}$denote the set of the sequences $E_{N} \in \mathcal{F}(k, N, \alpha)$ for which (2.5), resp. (2.6), holds for some $D$ and $M$, so that $\mathcal{F}(k, N, \alpha)=\mathcal{F}^{+} \cup \mathcal{F}^{-}$and whence

$$
\begin{equation*}
|\mathcal{F}(k, N, \alpha)| \leq\left|\mathcal{F}^{+}\right|+\left|\mathcal{F}^{-}\right| \tag{2.7}
\end{equation*}
$$

First we will estimate $\left|\mathcal{F}^{+}\right|$. Assume that $E_{N} \in \mathcal{F}^{+}$, and (2.3), (2.4), and (2.5) hold.
It follows from (2.5) that

$$
\begin{equation*}
\alpha N<\sum_{n=1}^{M} e_{n+d_{1}} \ldots e_{n+d_{k}} \leq \sum_{n=1}^{M} 1=M \tag{2.8}
\end{equation*}
$$

Let $\mathcal{H}=\left\{h_{1}, \ldots, h_{t}\right\}$ denote the set of the positive integers $h$ with

$$
\begin{equation*}
1 \leq h \leq M, \quad e_{h+d_{1}} \ldots e_{h+d_{k}}=-1 \tag{2.9}
\end{equation*}
$$

By (2.5) we have
$\alpha N<\sum_{n=1}^{M} e_{n+d_{1}} \ldots e_{n+d_{k}}=\sum_{\substack{1 \leq n \leq M \\ n \notin \mathcal{H}}} 1-\sum_{\substack{1 \leq n \leq M \\ n \in \mathcal{H}}} 1=(M-|\mathcal{H}|)-|\mathcal{H}|=M-2|\mathcal{H}|$
and whence,

$$
\begin{equation*}
|\mathcal{H}|<\frac{M}{2}-\frac{\alpha}{2} N . \tag{2.10}
\end{equation*}
$$

Now observe that

$$
\begin{equation*}
M, d_{1}, \ldots, d_{k}, e_{1}, e_{2}, \ldots, e_{d_{k}}, e_{M+d_{k}+1}, e_{M+d_{k}+2}, \ldots, e_{N}, \mathcal{H} \tag{2.11}
\end{equation*}
$$

determine $E_{N}=\left\{e_{1}, \ldots, e_{N}\right\}$ uniquely. To prove this, clearly it suffices to show that the numbers in (2.11) determine every $e_{n+d_{k}}$ with $1 \leq n \leq M$ uniquely. This can be proved by induction on $n$ : if $e_{1}, e_{2}, \ldots, e_{(n-1)+d_{k}}$ are already given, then

$$
e_{n+d_{k}}= \begin{cases}e_{n+d_{1}} \ldots e_{n+d_{k-1}} & \text { if } n \notin \mathcal{H} \\ -e_{n+d_{1}} \ldots e_{n+d_{k-1}} & \text { if } n \in \mathcal{H} .\end{cases}
$$

Thus it remains to count the number of choices of the parameters in (2.11). First we fix an $M$ satisfying (2.3) and (2.8). By (2.4), we may choose $d_{1}, \ldots, d_{k}$ in at most $N^{k}$ ways. Each of the $e_{i}$ 's in (2.11) can be chosen in two ways, and their number is

$$
d_{k}+\left(N-\left(M+d_{k}\right)\right)=N-M
$$

so that they can be chosen in $2^{N-M}$ ways. Finally, by (2.9) and (2.10), the set $\mathcal{H} \subset\{1,2, \ldots, M\}$ can be chosen in at most

$$
\begin{equation*}
\sum_{0 \leq t<\frac{M-\alpha N}{2}}\binom{M}{t} \tag{2.12}
\end{equation*}
$$

ways. It follows that for fixed $M$ the remaining parameters in (2.11) can be chosen in at most

$$
N^{k} 2^{N-M} \sum_{0 \leq t<\frac{M-\alpha N}{2}}\binom{M}{t}
$$

ways. Summation over the $M$ values satisfying (2.3) and (2.8) gives

$$
\begin{align*}
\left|\mathcal{F}^{+}\right| & \leq \sum_{\alpha N<M<N} N^{k} 2^{N-M} \sum_{0 \leq t<\frac{M-\alpha N}{2}}\binom{M}{t} \\
& \leq N^{k+1} \max _{\alpha N<M<N} 2^{N-M} \sum_{0 \leq t<\frac{M-\alpha N}{2}}\binom{M}{t} . \tag{2.13}
\end{align*}
$$

$\left|\mathcal{F}^{-}\right|$can be estimated in exactly the same way and we obtain the same upper bound:

$$
\begin{equation*}
\left|\mathcal{F}^{-}\right| \leq N^{k+1} \max _{\alpha N<M<N} 2^{N-M} \sum_{0 \leq t<\frac{M-\alpha N}{2}}\binom{M}{t} . \tag{2.14}
\end{equation*}
$$

(2.2) follows from (2.7), (2.13), and (2.14), and this completes the proof of the lemma.

In order to derive (2.1) from Lemma 1, observe that clearly for all $\varepsilon>0$ there is a $\gamma=\gamma(\varepsilon)>0$ such that for all $M<N$ we have

$$
\sum_{0 \leq t<\frac{M-\varepsilon N}{2}}\binom{M}{t} \leq \sum_{0 \leq t<\frac{1-\varepsilon}{2} M}\binom{M}{t}<2^{(1-\gamma) M} .
$$

Thus by Lemma 1 we have

$$
\begin{aligned}
& |\mathcal{F}(k, N, \varepsilon)| \leq 2 N^{k+1} \max _{\varepsilon N<M<N} 2^{N-M} 2^{(1-\gamma) M} \\
& =2 N^{k+1} \max _{\varepsilon N<M<N} 2^{N-\gamma M}<2 N^{k+1} 2^{(1-\gamma \varepsilon) N}
\end{aligned}
$$

and whence (2.1) follows with $\delta=\frac{\gamma \varepsilon}{2}$ for $N>N_{o}(k, \varepsilon)$. This completes the proof of Theorem 1.

Note that the proof above also provides a fast algorithm for generating the family $\mathcal{F}(k, N, \alpha)$ of the sequences of large correlation of order $k$. The steps of this algorithm ${ }^{2}$ follow trivially from the proof.

Indeed, the first step is to fix the data in (2.11). First we fix an integer $M$ satisfying (2.3). Next we choose integers $(0<) d_{1}<\cdots<d_{k}(\leq N-M)$, i.e., we select a subset of cardinality $k$ from the set $\{1,2, \ldots, N-M\}$; it is a standard combinatorial problem to generate the subsets of given size of a

[^1]given set. Next, we choose a binary sequence
$$
\left\{e_{1}, e_{2}, \ldots, e_{d_{k}}, e_{M+d_{k}+1}, e_{M+d_{k}+2}, \ldots, e_{N}\right\} \in\{-1,+1\}^{N-M}
$$
again, it is a standard and easy problem to generate all binary sequences of a given length. Finally, we select a subset $\mathcal{H}$ of $\{1,2, \ldots, M\}$ with cardinality $|\mathcal{H}|$ satisfying (2.10); it is a basic problem to generate all the subsets $\mathcal{H} \subset$ $\{1,2, \ldots, M\}$ with $|\mathcal{H}| \leq H$ and there are standard fast and simple algorithms executing this. To generate all the subsets $\mathcal{H}$ is the most critical and timeconsuming step of the algorithm (now we choose many more elements than in the previous step where $k$ elements were chosen with a fixed and usually small $k$ ). This completes the choice of the data listed in (2.11), and once this data are given then we may complete the algorithm by determining the elements $e_{1}, e_{2}, \ldots, e_{N}$ by the recursion described after (2.11).

One might like to know how far the upper bound in (2.1) is from the best possible. Fix a $\delta>0$ and $k, N \in \mathbb{N}$ with $k<\frac{\delta N}{2}$. Set $H=\lceil\delta N\rceil-1$, and define the family $\mathcal{G} \subset\{-1,+1\}^{N}$ by

$$
\mathcal{G}=\left\{\left\{e_{1}, \ldots, e_{N}\right\}: e_{1}, \ldots, e_{N} \in\{-1,+1\}, e_{1}=e_{2}=\cdots=e_{H}=+1\right\} .
$$

Then clearly

$$
|\mathcal{G}|=2^{N-H}>2^{N-\delta N}=2^{(1-\delta) N}
$$

and for $N>N_{o}(\delta, k)$ and every $E_{N}=\left\{e_{1}, \ldots, e_{N}\right\} \in \mathcal{G}$ we have

$$
C_{k}\left(E_{N}\right) \geq \sum_{n=1}^{H-k+1} e_{n} e_{n-1} \ldots e_{n+k-1}=\sum_{n=1}^{H-k+1} 1=H-k+1>\frac{\delta}{2} N
$$

so that we have

$$
|\mathcal{F}(k, N, \delta / 2)|>|\mathcal{G}|>2^{(1-\delta) N} .
$$

This example shows that apart from the dependence of $\delta=\delta(k, \varepsilon)$ on $k$ and $\varepsilon$, Theorem 1 is the best possible.

One might like to study the dependence of $\delta=\delta(k, \varepsilon)$ on $k$ and, mostly, $\varepsilon$. One could easily deduce an explicit bound (in terms of $k$ and $\varepsilon$ ) for the function $\delta=\delta(k, \varepsilon)$ in the theorem, but our proof would certainly not give the optimal $\delta(k, \varepsilon)$. For $k>2$ it seems to be a very difficult problem to find the exact value of the best $\delta(k, \varepsilon)$ (while the case $k=2$ will be studied in the next section). However, we can prove a qualitative theorem in this direction:

Theorem 2. For every $k \in \mathbb{N}$ with $k \geq 2$ and every $\varphi>0$ there are $\psi=$ $\psi(k, \varphi)>0$ and $N_{1}=N_{1}(k, \varphi)$ so that for $N>N_{1}$ we have

$$
|\mathcal{F}(k, N, 1-\psi)|=\left|\left\{E_{N}: E_{N} \in\{-1,+1\}^{N}, C_{k}\left(E_{N}\right)>(1-\psi) N\right\}\right|<2^{\varphi N} .
$$

Proof of Theorem 2. The proof is the same as the proof of Theorem 1 but now $\varepsilon$ is replaced by $1-\psi$. Now (2.8) becomes

$$
\begin{equation*}
(1-\psi) N<M \tag{2.15}
\end{equation*}
$$

and the sum in (2.12) is replaced by

$$
\sum_{0 \leq t<\frac{v}{2} M}\binom{M}{t}
$$

which is less than $2^{\varphi M / 2}<2^{\varphi N / 2}$ if $\psi$ is small enough in terms of $\varphi$. Using also (2.15), the result follows easily for small enough $\psi$.

## 3 The special case $k=2$

In the special case $k=2$, i.e., in the case of correlation of order 2 we can improve on the results of Section 2 considerably. Indeed, we will be able to determine the asymptotics of the logarithm of the number of the binary sequences $E_{N}$ belonging to the family

$$
\begin{equation*}
\mathcal{F}=\mathcal{F}(2, N, \alpha)=\left\{E_{N}: E_{N} \in\{-1,+1\}^{N}, C_{2}\left(E_{N}\right)>\alpha N\right\} \tag{3.1}
\end{equation*}
$$

(for all $0<\alpha<1$ ).
We will prove:
Theorem 3. If $0<\alpha<1, \varepsilon>0, N \in \mathbb{N}$, and $N>N_{o}(\alpha, \varepsilon)$, then writing $F(N, \alpha)=|\mathcal{F}(2, N, \alpha)|$, we have

$$
\begin{equation*}
2^{(\xi((1-\alpha) / 2)-\varepsilon) N}<F(N, \alpha)<2^{(\xi((1-\alpha) / 2)+\varepsilon) N} . \tag{3.2}
\end{equation*}
$$

Proof of Theorem 3. First we will prove the lower bound in (3.2). Define $s$ by

$$
\begin{equation*}
s=\left[\frac{1-\alpha}{2} N\right]-1 \tag{3.3}
\end{equation*}
$$

Let $\mathcal{G}=\mathcal{G}(N, \alpha)$ denote the family of the sequences $E_{N}=\left\{e_{1}, \ldots, e_{N}\right\} \in$ $\{-1,+1\}^{N}$ with the following properties:
(i) $e_{1}=1$, and
(ii) writing $\mathcal{H}=\mathcal{H}\left(E_{N}\right)=\left\{n: 1 \leq n<N, e_{n+1}=-e_{n}\right\}$, we have

$$
\begin{equation*}
|\mathcal{H}|=s . \tag{3.4}
\end{equation*}
$$

If $E_{N} \in \mathcal{G}$ then by (3.3) we have

$$
\begin{align*}
& C_{2}\left(E_{N}\right) \geq\left|\sum_{n=1}^{N-1} e_{n} e_{n+1}\right|=\left|\sum_{n=1}^{N-1} 1-\sum_{\substack{1 \leq n<N \\
e_{n+1}=-e_{n}}} 2\right| \\
& =|(N-1)-2| \mathcal{H}| |=N-1-2 s \\
& =N-1-2\left(\left[\frac{1-\alpha}{2} N\right]-1\right)>N-2\left[\frac{1-\alpha}{2} N\right] \geq N-(1-\alpha) N \\
& =\alpha N \tag{3.5}
\end{align*}
$$

(since $s \leq(N-1) / 2$ by (3.3)) so that $E_{N} \in \mathcal{F}(2, N, \alpha)$. It follows that $\mathcal{G} \subset \mathcal{F}(2, N, \alpha)$ and whence

$$
\begin{equation*}
|\mathcal{G}| \leq|\mathcal{F}(2, N, \alpha)|=F(N, \alpha) . \tag{3.6}
\end{equation*}
$$

Thus it remains to give a lower bound for $|\mathcal{G}|$.
Clearly, the elements of $\mathcal{H}$ determine $E_{N} \in \mathcal{G}$ uniquely. These elements can be chosen from the integers $1,2, \ldots, N-1$, and, by (3.4), their number is $s$. Thus $\mathcal{H}$, i.e., a sequence $E_{N} \in \mathcal{G}$, can be chosen in $\binom{N-1}{s}$ ways, so that

$$
\begin{equation*}
|\mathcal{G}|=\binom{N-1}{s} \tag{3.7}
\end{equation*}
$$

We will need the following result:
Lemma 2. Let $0<a<b$ and $\varepsilon>0$.
There exist a positive number $\delta=\delta(a, b, \varepsilon)$ and a positive integer $m_{o}(a, b, \varepsilon)$ such that if

$$
\begin{aligned}
& m>m_{o}(a, b, \varepsilon), \\
& |u-b m|<\delta m,
\end{aligned}
$$

and

$$
|v-a m|<\delta m,
$$

then we have

$$
2^{(b \xi(a / b)-\varepsilon) m}<\binom{u}{v}<2^{(b \xi(a / b)+\varepsilon) m} .
$$

Proof of Lemma 2. This is Lemma 2 in [8], and it can be proved easily by using Stirling's formula (it is also well-known in Information Theory and Statistical Physics).

By using Lemma 2 with $N, \frac{1-\alpha}{2}, 1, N-1$, and $s$ in place of $m, a, b, u$, and $v$, respectively, it follows from (3.3), (3.6), and (3.7) that for $N>N_{o}(\varepsilon)$ we have

$$
F(N, \alpha) \geq|\mathcal{G}|=\binom{N-1}{s}>2^{(\xi((1-\alpha) / 2)-\varepsilon) N},
$$

and this proves the lower bound in (3.2).
The upper bound in (3.2) will be proved by using a simple elementary version of the saddle point method (readers familiar with Information Theory know the exponential growth of such quantities).

By Lemma 1 we have

$$
F(N, \alpha)=|\mathcal{F}(2, N, \alpha)| \leq 2 N^{3} \max _{\alpha N<M<N} 2^{N-M} \sum_{0 \leq t<\frac{M-\alpha N}{2}}\binom{M}{t} .
$$

Define $\beta$ by $M=\beta N$ so that

$$
\begin{equation*}
\alpha<\beta<1, \tag{3.8}
\end{equation*}
$$

and write

$$
x=\frac{\beta+\alpha}{\beta-\alpha}(>1) .
$$

Then

$$
\begin{align*}
F(N, \alpha) & \leq 2 N^{3} \sup _{\alpha<\beta<1} 2^{(1-\beta) N} \sum_{0 \leq t<\frac{\beta-\alpha}{2} N}\binom{[\beta N]}{t} x^{\frac{\beta-\alpha}{2} N-t} \\
& \leq 2 N^{3} \sup _{\alpha<\beta<1} 2^{(1-\beta) N} \sum_{0 \leq t \leq[\beta N]}\binom{[\beta N]}{t} x^{\frac{\beta-\alpha}{2} N-t} \\
& \leq 2 N^{3} \sup _{\alpha<\beta<1} 2^{(1-\beta) N}\left(1+\frac{1}{x}\right)^{\beta N} x^{\frac{\beta-\alpha}{2} N} \\
& \leq 2 N^{3} \sup _{\alpha<\beta<1} \exp (g(\alpha, \beta) N), \tag{3.9}
\end{align*}
$$

where we have

$$
\begin{aligned}
g(\alpha, \beta) & =(1-\beta) \log 2+\beta \log \frac{2 \beta}{\beta+\alpha}+\frac{\beta-\alpha}{2} \log \frac{\beta+\alpha}{\beta-\alpha} \\
& =\log 2+\beta \log \beta-\frac{1}{2}(\beta-\alpha) \log (\beta-\alpha)-\frac{1}{2}(\beta+\alpha) \log (\beta+\alpha) .
\end{aligned}
$$

By (3.8), for any fixed $0<\alpha<1$ we have

$$
\begin{aligned}
\frac{\partial g(\alpha, \beta)}{\partial \beta} & =\log \beta-\frac{1}{2} \log (\beta-\alpha)-\frac{1}{2} \log (\beta+\alpha) \\
& =\log \beta-\frac{1}{2} \log \left(\beta^{2}-\alpha^{2}\right)>\log \beta-\frac{1}{2} \log \beta^{2}=0
\end{aligned}
$$

and $g(\alpha, \beta)$ is continuous in $\alpha<\beta \leq 1$. It follows that we have

$$
\begin{align*}
& g(\alpha, \beta) \leq g(\alpha, 1)=\log 2-\frac{1-\alpha}{2} \log (1-\alpha)-\frac{1+\alpha}{2} \log (1+\alpha) \\
& =(\log 2) \xi((1-\alpha) / 2) \tag{3.10}
\end{align*}
$$

By (3.9) and (3.10) we have

$$
F(N, \alpha) \leq 2 N^{3} 2^{\xi((1-\alpha) / 2) N}<2^{(\xi((1-\alpha) / 2)+\varepsilon) N}
$$

if $N$ is large enough in terms of $\varepsilon$, which completes the proof of Theorem 3.

## 4 On an addition lemma

Let $\mathbb{Z}_{m}$ denote the ring of the modulo $m$ residue classes.
There is a lemma whose variants played a crucial role in the estimate of the correlation in several important constructions [1, 3, 4]:

Lemma 3. If $p$ is a prime number, $k, \ell \in \mathbb{N}$,

$$
\begin{equation*}
(4 \ell)^{k}<p \tag{4.1}
\end{equation*}
$$

$\mathcal{A}, \mathcal{B} \subset \mathbb{Z}_{p},|\mathcal{A}|=k$, and $|\mathcal{B}|=\ell$, then there is a $c \in \mathbb{Z}_{p}$ which has a unique representation in the form

$$
\begin{equation*}
a+b=c, \quad a \in \mathcal{A}, b \in \mathcal{B} \tag{4.2}
\end{equation*}
$$

Any improvement on condition (4.1) would lead to a similar improvement on the upper bounds for the correlation in the papers mentioned above, and it was believed that (4.1) is far from being best possible. Thus Mauduit and Sárközy proposed to try to improve on (4.1). Now we will show that they were wrong and, assuming that there are infinitely many Mersenne primes, i.e., primes of the form $p=2^{q}-1$ where $q$ is also a prime, (4.1) is nearly best possible. Probably there are infinitely many Mersenne primes, but at the present it is hopeless to prove this. Indeed, it would be nearly equally satisfactory to prove
that there are infinitely many primes $q$ such that $2^{q}-1$ has a large prime factor $p>2^{\varepsilon q}$ since the following Theorem 4 can be generalized easily to such a $p$.

Theorem 4. If $p=2^{q}-1$ is a Mersenne prime, then there are $\mathcal{A}, \mathcal{B} \subset \mathbb{Z}_{p}$ such that

$$
\begin{equation*}
|\mathcal{A}|=q, \quad|\mathcal{B}|=q+1 \tag{4.3}
\end{equation*}
$$

and there is no $c \in \mathbb{Z}_{p}$ which has a unique representation in the form (4.2).
Note that it follows from (4.3) that

$$
\begin{equation*}
|\mathcal{B}|>|\mathcal{A}|=q=\frac{\log (p+1)}{\log 2} \tag{4.4}
\end{equation*}
$$

On the other hand, assume that

$$
k, \ell<\frac{\log p}{\log \log p}
$$

which is smaller than (4.4) only by a factor $c \log \log p$. Then if $p$ is large enough ( $p>e^{e^{4}}$ ),

$$
\log (4 \ell)^{k}<\frac{\log p}{\log \log p}(\log 4+\log \log p-\log \log \log p)<\log p
$$

so (4.1) is satisfied and Lemma 3 applies. This shows that condition (4.1) is close to optimal.

Proof of Theorem 4. Let $\mathcal{A}=\left\{1,2,4, \ldots, 2^{q-1}\right\}, \mathcal{B}=\{0\} \cup \mathcal{A}$. Then (4.3) holds trivially. If $c \in\left\{2^{i}+2^{j}: 0 \leq i<j \leq q-1\right\}$, then $c$ has exactly two representations in the form (4.2):

$$
c=2^{i}+2^{j}=2^{j}+2^{i} .
$$

If $c \in\left\{2^{i}: 0 \leq i \leq q-1\right\}$, then again $c$ has exactly two representations in the form (4.2):

$$
c\left(=2^{i}\right)=2^{i-1}+2^{i-1}=2^{i}+0 \quad \text { for } \quad 1 \leq i \leq q-1
$$

and

$$
c(=1)=1+0=2^{q-1}+2^{q-1} \quad \text { for } \quad i=0
$$

(in $\mathbb{Z}_{p}$ ). If, finally,

$$
c \in \mathbb{Z}_{p} \backslash\left(\left\{2^{i}+2^{j}: 0 \leq i<j \leq q-1\right\} \cup\left\{2^{i}: 0 \leq i \leq q-1\right\}\right),
$$

then $c$ cannot be represented in the form (4.2). Thus for every $c \in \mathbb{Z}_{p}$, (4.2) has either 0 or 2 solutions, which completes the proof of the theorem.
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