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I. THE CONCEPT

On August 25th 2008 we lectured at the workshop in
Budapest which honored I. Csiszár in the year of his 70th
birthday, on the result that for every AVC under maximal
error probability pessimistic capacity and optimistic capacity
are equal. This strongly motivated us to think again about
performance criteria and we came back to what we called
already a long time ago [1] a (weak) capacity function (now
sequence!). But this time we were bold enough to conjecture
the theorem below. Its proof was done in hours. In the light of
this striking observation we omit now the word “weak” which
came from the connection with the weak converse and make
the following

Definition 1: For a channel with time structureK =
(Wn)∞n=1 C : N → R+ is a capacity sequence, if for maximal
code sizeM(n, λ), wheren is the block length or time andλ
is the permitted error probability, and the corresponding rate
R(n, λ) = 1

n
log M(n, λ)

inf
λ>0

lim
n→∞

(R(n, λ) − C(n)) ≥ 0 (1)

inf
λ>0

lim
n→∞

(R(n, λ) − C(n)) ≤ 0. (2)

Recall that the pessimistic capacity isC = inf
λ>0

lim
n→∞

R(n, λ)

and the optimistic capacity isC = inf
λ>0

lim
n→∞

R(n, λ).

II. T HE EXISTENCE RESULT AND ITS PROOF

Theorem 1:Every channel with time structure has a capac-
ity sequence, ifC > ∞.

Moreover, if(C,C,C, . . . ) is a capacity sequence, thenC =
C = C.

Proof. We use only thatR(n, λ) is not decreasing inλ.
Let (δl)

∞

l=1 be a null-sequence and let(λl)
∞

l=1 be a strictly
decreasing null-sequence in(0, 1) such that

C + δl ≥ lim
n→∞

R(n, λl) ≥ C (3)

C + δl ≥ lim
n→∞

R(n, λl) ≥ C. (4)

Moreover, let(nl)
∞

l=1 be a monotone increasing sequence
of natural numbers such that for alln ≥ nl

C + δl ≥ R(n, λl) ≥ C − δl. (5)

For dl = ⌈C−C

δl

⌉ define

Al(i) ={n : nl ≤ n,C − (i − 1)δl > R(n, λl) ≥ C − iδl},
if 2 ≤ i ≤ dl − 1

Al(1) ={n : nl ≤ n,C + δl > R(n, λl) ≥ C − δl},

Al(dl) ={n : nl ≤ n,C − (dl − 1)δl > R(n, λl) ≥ C − δl}.

Define by using lower end points

C(n) =







C − iδl for n ∈ Al(i), n < nl+1

and1 ≤ i ≤ dl − 1
C − δl for n ∈ Al(dl), n < nl+1.

Now for anyλ ∈ (0, 1) andλl < λ

R(n, λ) − C(n) ≥ R(n, λl+j) − C(n) ≥ 0

for nl+j ≤ n < nl+j+1 and j = 0, 1, 2, . . . and thus

lim
n→∞

R(n, λ) − C(n) ≥ 0

and (1) follows.
Finally, for anyλ < λl by monotonicity ofR(n, λ)

lim
n→∞

R(n, λ) − C(n) ≤ lim
n→∞

R(n, λl) − C(n) ≤ 2δl

and
inf

λ∈(0,1)
lim

n→∞

R(n, λ) − C(n) ≤ lim
l→∞

2δl = 0

and (2) holds. �

Example:The channel with
1
n

log M(n, λ) =

{

λn for evenn

0 for odd n
has C = 0, C = ∞

and no capacity sequence.

For a discussion of other performance criteria we refer to
[2].
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[2] R. Ahlswede, On concepts of performance parameters for channels,
General Theory of Information Transfer and Combinatorics, Lecture
Notes in Computer Science, Vol. 4123, Springer Verlag, 639-663, 2006.


