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#### Abstract

We consider two generalizations of group testing: threshold group testing (introduced by Damaschke [7]) and majority group testing (a further generalization, including threshold group testing and a model introduced by Lebedev [14]). We show that each separating code gives a nonadaptive strategy for threshold group testing for some parameters. This is a generalization of a result in [2] on "guessing secrets", introduced in [5]. We introduce threshold codes and show that each threshold code gives a nonadaptive strategy for threshold group testing. We show that there exist threshold codes such that we can improve the lower bound of [3] for the rate of threshold group testing. We consider majority group testing if the number of defective elements is unknown (otherwise it reduces to threshold group testing). We show that cover-free codes and separating codes give strategies for majority group testing. We give a lower bound for the rate of majority group testing.
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## 1. Introduction

Group testing is of interest for many applications like in molecular biology. For an overview of results and applications we refer to the books [8] and [9].

The classical group testing problem is to find the unknown subset $\mathcal{D}$ of all defective elements in the set $[N]=\{1,2, \ldots, N\}$.

For a subset $\mathcal{S} \subset[N]$ a test $t_{\mathcal{S}}$ is the function $t_{\mathcal{S}}: 2^{[N]} \rightarrow\{0,1\}$ defined by

$$
t_{S}(\mathcal{D})= \begin{cases}0 & , \text { if }|\mathcal{S} \cap \mathcal{D}|=0 \\ 1 & , \text { otherwise }\end{cases}
$$

We define search strategies as in [1]. A strategy is called successful, if we can uniquely determine $\mathcal{D}$. We remind the reader of the concepts of adaptive and nonadaptive strategies.

Strategies are called adaptive if the results of the first $k-1$ tests determine the $k$ th test. Strategies in which we choose all tests independently are called nonadaptive.

In the present paper we study two generalizations of group testing which are quite natural.

In threshold group testing the integers $0 \leq l<u$ are given and a test $t_{\mathcal{S}}$ is the function $t_{\mathcal{S}}: 2^{[N]} \rightarrow\{0,1,\{0,1\}\}$, defined by

$$
t_{S}(\mathcal{D})= \begin{cases}0 & , \text { if }|\mathcal{S} \cap \mathcal{D}| \leq l \\ 1 & \text { if }|\mathcal{S} \cap \mathcal{D}| \geq u \\ \{0,1\} & , \text { otherwise } \\ & \text { (meaning that the result can be arbitrary } 0 \text { or } 1 \text { ) }\end{cases}
$$

In threshold group testing it is not possible to find the set $\mathcal{D}$ of all defective elements exactly if the gap $g=u-l-1>0$ (see [7]). It is only possible to find a set $\mathbb{F}$ of subsets of $[N]$ which includes $\mathcal{D}$ and $\forall \mathcal{P}, \mathcal{P}^{\prime} \in \mathbb{F}:\left|\mathcal{P}^{\prime} \backslash \mathcal{P}\right| \leq$ $g$ and $\left|\mathcal{P} \backslash \mathcal{P}^{\prime}\right| \leq g$.

In majority group testing there are two functions $f_{1}, f_{2}:\{0,1, \ldots, N\} \rightarrow$ $\mathbb{R}^{+}$which put weights on the number $D=|\mathcal{D}| \in\{0,1, \ldots, N\}$ of defective elements and $f_{1}(D)<f_{2}(D) \forall D \in[0,1, \ldots, N]$.

They describe the structure of tests $t_{\mathcal{S}}: 2^{[N]} \rightarrow\{0,1,\{0,1\}\}$ as follows

$$
t_{S}(\mathcal{D})= \begin{cases}0 & , \text { if }|\mathcal{S} \cap \mathcal{D}| \leq f_{1}(D) \\ 1 & , \text { if }|\mathcal{S} \cap \mathcal{D}| \geq f_{2}(D) \\ \{0,1\} & , \text { otherwise } \\ & \text { (meaning that the result can be arbitrary } 0 \text { or } 1 \text { ) }\end{cases}
$$

Clearly majority group testing is a generalization of threshold group testing. We get threshold group testing as a special case by setting $f_{1}(D)=l$ and $f_{2}(D)=u$. Furthermore the models are equivalent if the number $\mathcal{D}$ of defectives is known. In majority group testing, in particular also for threshold group testing, it is not possible to find the set $\mathcal{D}$ of all defective elements. We can find a set of subsets $\mathbb{F} \subset 2^{[N]}$, which contains $\mathcal{D}$. This set depends on $f_{1}$ and $f_{2}$, on $\mathcal{D}$, and on the strategy used. In this case we call a strategy successful, if we can find an $\mathbb{F}$ with the smallest possible size in the worst case.

A special case of majority group testing was introduced by Lebedev [14] as follows

$$
t_{\mathcal{S}}(\mathcal{D})=\left\{\begin{array}{cl}
0 & , \text { if }|\mathcal{S} \cap \mathcal{D}|<\frac{D}{D} \\
1 & , \text { if }|\mathcal{S} \cap \mathcal{D}|>\frac{D}{2} \\
\{0,1\} & \text {, if }|\mathcal{S} \cap \mathcal{D}|=\frac{D}{2}
\end{array}\right.
$$

It was shown in [14] that a $(w, w)$ separating code gives a successful nonadaptive strategy if it is assumed that $D$ is odd and that $D<2 w$. (See Section 5 for other special cases studied in [14]).

In [2] it was shown that for guessing secrets (that means $l=0$ and $u=D$ for threshold group testing) a ( $D, D$ ) separating code gives a successful nonadaptive strategy. We prove in Section 2 that for threshold group testing a $(u, D-l)$ separating code gives a successful nonadaptive strategy if $D=$ $u+l$. This improves the result of [3] for this special case, because the authors use a $(u, D-l)$ cover-free code for the strategy, which has a smaller rate than a separating code.

In Section 3 we introduce threshold codes and show that these codes give nonadaptive strategies for threshold group testing, if the number of defectives are known. We improve the lower bound for the rate of threshold group testing of [3]. In Section 4 we give a list of values for the bound of Section 3 by computer calculation.

Finally, in Section 5 we consider majority group testing for $f_{1}(D)=$ $\left\lceil\frac{D}{k}\right\rceil-1$ and $f_{2}(D)=\left\lfloor\frac{D}{k}\right\rfloor+1$ where $2 \leq k \in \mathbb{N}$. We first give conditions for a successful nonadaptive strategy. Then we give a lower bound for its rate. Again we find relations to separating codes and cover-free codes.

We call a set $\mathcal{S} \subset[N]$ a test set if it is used in defining the test $t_{\mathcal{S}}$. We assume that $D \geq u$, because otherwise it is not possible to find any defective element.

## 2. Nonadaptive threshold group testing using separating codes

It is obvious that it is not possible to find defective elements if $D \leq u-1$. In [7] it is shown that if $D \geq u$ we can find a set $\mathcal{P}$ such that

$$
\begin{equation*}
|\mathcal{D} \backslash \mathcal{P}| \leq g \text { and }|\mathcal{P} \backslash \mathcal{D}| \leq g \tag{1}
\end{equation*}
$$

or we can even find a set $\mathbb{F}$ of subsets of $[N]$ with

$$
\begin{equation*}
\mathcal{D} \in \mathbb{F} \text { and } \forall \mathcal{P}, \mathcal{P}^{\prime} \in \mathbb{F}:\left|\mathcal{P}^{\prime} \backslash \mathcal{P}\right| \leq g \text { and }\left|\mathcal{P} \backslash \mathcal{P}^{\prime}\right| \leq g \tag{2}
\end{equation*}
$$

We say that a strategy for threshold group testing is successful if we found a set $\mathbb{F}$ satisfying condition (2). The size of $\mathbb{F}$ cannot be reduced. It is shown in [7] that all answers given for a strategy can be the same for all sets in the set $\mathbb{F}$ as for the set $\mathcal{D}$ of defective elements. Thus we cannot distinguish these sets. First we consider the case where the number $D$ of defectives is known.

Definition 1. $n_{T h}(N, l, u, D)$ is the minimal number of tests of a nonadaptive strategy for threshold group testing with lower bound $l$ and upper bound $u$ (see the definition in the introduction) to find a set $\mathbb{F}$ which fulfills (2), if there are $D$ defective elements. $R_{T h}=R_{T h}(l, u, D)=\sup _{N} \frac{\log N}{n_{T h}(N, l, u, D)}$ denotes the maximal achievable rate of a nonadaptive strategy for threshold group testing for given $D, u, l$.

Definition 2. An $n \times N$ matrix $\left(m_{i j}\right)_{1 \leq i \leq n, 1 \leq j \leq N}$ is called a $(w, r)$ separating code of size $n \times N$, if for any pair of subsets $I, J \subset[N]$ such that $|I|=w$, $|J|=r$, and $I \cap J=\emptyset$, there exists a row index $k \in[n]$ such that $m_{k i}=1$ $\forall i \in I$ and $m_{k j}=0 \forall j \in J$ or vice versa.

By $n_{S}(N, w, r)$ we denote the minimal number of rows of a $(w, r)$ separating code with $N$ columns and by $R_{S}$ the corresponding maximal achievable rate.

Theorem 1. Let $D=u+l$, then $n_{T h}(N, l, u, D) \leq n_{S}(N, u, D-l)$.
Proof. Let $\left(m_{i j}\right)_{\substack{i=1, \ldots, n \\ j=1, \ldots, N}}$ be a ( $u, D-l$ ) separating code of size $n \times N$.
We use the $n$ rows as test sets (written in binary representation) for our strategy and show that we can find a set $\mathbb{F}$ of sets such that (2) is fulfilled.

Let $\mathbb{F}_{0}=\left\{\mathcal{A}_{1}, \mathcal{A}_{2}, \ldots, \mathcal{A}_{\binom{N}{D}}\right\}$ be the set of all $D$ element subsets of $\{1,2, \ldots, N\}$.

First consider $\mathcal{A}_{1}$ and search for the set $\mathcal{A}_{i}$ with the smallest index $i>1$, such that $\left|\mathcal{A}_{1} \backslash \mathcal{A}_{i}\right|>g=u-l-1$.
Now we compare these two sets.
Case 1: $u-l \leq\left|\mathcal{A}_{1} \backslash \mathcal{A}_{i}\right|<u$.
Set $\mathcal{I}=\left(\mathcal{A}_{1} \backslash \mathcal{A}_{i}\right) \cup \mathcal{B}$, where $\mathcal{B} \subset \mathcal{A}_{i} \cap A_{1}$, such that $|\mathcal{I}|=u$
and set $\mathcal{J} \subset \mathcal{A}_{i} \backslash \mathcal{B}$, such that $|\mathcal{J}|=D-l$. This is possible because $|\mathcal{B}| \leq l$.

Case 2: $\left|\mathcal{A}_{1} \backslash \mathcal{A}_{i}\right| \geq u$.
Set $\mathcal{I} \subset \mathcal{A}_{1} \backslash \mathcal{A}_{i}$ such that $|\mathcal{I}|=u$ and set $\mathcal{J} \subset \mathcal{A}_{i}$, such that $|\mathcal{J}|=D-l$.
There exists a row (a test set $\mathcal{S}$ ), because of the properties of separating codes, such that $\mathcal{I} \subset \mathcal{S}$ and $\mathcal{J} \not \subset \mathcal{S}$ or vice versa, where $\mathcal{S}$ is the subset which corresponds to the row.

If the result is 1 and $(\mathcal{I} \subset \mathcal{S}$ and $\mathcal{J} \not \subset \mathcal{S})$ then we continue our strategy with the set $\mathbb{F}_{1}=\mathbb{F}_{0} \backslash\left\{\mathcal{A}_{i}\right\}$. Otherwise we continue with the set $\mathbb{F}_{1}=$ $\mathbb{F}_{0} \backslash\left\{\mathcal{A}_{1}\right\}$. If the result is 1 and $(\mathcal{I} \not \subset \mathcal{S}$ and $\mathcal{J} \subset \mathcal{S})$ then we continue our strategy with the set $\mathbb{F}_{1}=\mathbb{F}_{0} \backslash\left\{\mathcal{A}_{1}\right\}$. Otherwise we continue with the set $\mathbb{F}_{1}=\mathbb{F}_{0} \backslash\left\{\mathcal{A}_{i}\right\}$.

If $\mathcal{A}_{1} \in \mathbb{F}_{1}$ we search again for the set with the smallest index $i>1$, such that $\left|\mathcal{A}_{1} \backslash \mathcal{A}_{i}\right|>g=u-l-1$, if such a set exists.
Otherwise we continue with $\mathcal{A}_{2}$. We stop at step $s$ if there are no sets $\mathcal{A}$ and $\mathcal{B}$ in the set such that $|\mathcal{A} \backslash \mathcal{B}|>g$ and $|\mathcal{B} \backslash \mathcal{A}|>g$. The remaining set $\mathbb{F}_{s}$ has the claimed properties:

We did not exclude the set $\mathcal{D}$ which contains all defective elements from our set for the following reason. If we compare $\mathcal{D}$ and $\mathcal{A}$ and the result of our test is 1 , we remove $\mathcal{A}$, because more than $u$ elements of $\mathcal{D}$ are in the test set. If the result is 0 we also remove $\mathcal{A}$, because then less than $l$ elements are in the test set $\mathcal{S}$. Therefore our remaining set $\mathbb{F}_{s}$ contains the set with all defective elements and for $\mathbb{F}_{s}(2)$ holds.

The following is an upper bound for $n_{S}$ (the authors use the terminology ( $N, u$ )-universal sets, which are ( $u, u$ )-separating codes).

Theorem [16] $n_{S}(N, u, u) \leq 2 u 2^{2 u} \log N$.

In conjunction with our Theorem 1 this implies (this was shown in [2] for $l=0$ only)

Corollary 1. If $D=u+l$, then $n_{T h}(N, l, u, D) \leq 2 u 2^{u} \log N$ and $R_{T h} \geq$ $\frac{1}{2 u 2^{2 u}}$.

By random choice of a separating code (see [6]) we get a lower bound on $R_{S}$ and thus we get from Theorem 1

## Corollary 2.

$$
\begin{equation*}
R_{T h} \geq R_{S} \geq \frac{-\log \left(1-2^{-(2 u)}\right)}{2 u-1} \tag{3}
\end{equation*}
$$

## 3. A general lower bound for nonadaptive threshold group testing

In the previous section we got a lower bound for threshold group testing if $D=u+l$. The best known bound for general $D$ was given in [3] using cover-free codes.

Definition 3. An $n \times N$ matrix $\left(m_{i j}\right)_{1 \leq i \leq n, 1 \leq j \leq N}$ is called a $(w, r)$ cover-free code of size $n \times N$, if for any pair of subsets $\mathcal{I}, \mathcal{J} \subset[N]$ such that $|\mathcal{I}|=w$, $|\mathcal{J}|=r$, and $\mathcal{I} \cap \mathcal{J}=\emptyset$, there exists a row index $k \in[n]$ such that $m_{k i}=1$ $\forall i \in \mathcal{I}$ and $m_{k j}=0 \forall j \in \mathcal{J}$.
$n_{c}(N, w, r)$ denotes the minimal number of rows among all $(w, r)$ coverfree codes with $N$ columns.

Threshold group testing without gap is a special case of the complex group testing model, which was introduced in [20]. In complex group testing we have a set of $N$ elements and a family $\mathcal{P}$ of defective subsets of this set. The test gives a positive result, if it includes all elements of a defecive subset. The goal is to find all defective subsets.

Let $\mathcal{D}$ the set of defective elements in threshold group testing with the upper bound $u$ and the lower bound $l$. If we choose $\mathcal{P}=\binom{\mathcal{D}}{u}$ then threshold group testing and complex group testing are the same. Therefore the bounds for complex group testing in [11] can be used for threshold group testing without gap. For $u=3$ it is the same bound like in [3].

In [3] it is shown that every $\left(u, D^{\prime}-l\right)$ cover-free code is a nonadaptive strategy for threshold group testing, if $D$ is unknown but bounded by $D^{\prime}$. This implies

Theorem [3] $n_{T h}^{\prime}\left(N, l, u, D^{\prime}\right) \leq n_{c}\left(N, u, D^{\prime}-l\right)$, where $n_{T h}^{\prime}$ denotes the minimal number of tests of a nonadaptive strategy for threshold group testing with lower bound $l$, upper bound $u$, and $D$ bounded by $D^{\prime}$.

Applying a bound for cover-free codes it is shown in [3]

## Theorem [3]

$$
\begin{aligned}
n_{T h}^{\prime}\left(N, l, u, D^{\prime}\right) \leq & \left(\frac{u+D^{\prime}-l}{D^{\prime}-l}\right)^{D^{\prime}-l}\left(\frac{u+D^{\prime}-l}{u}\right)^{u} . \\
& \left(1+\left(u+D^{\prime}-l\right) \log \left(\frac{N}{u+D^{\prime}-l}+1\right)\right) .
\end{aligned}
$$

For the rate this gives

$$
\begin{equation*}
R \geq \frac{\left(\left(\frac{D^{\prime}-l}{D^{\prime}-l+u}\right)^{D^{\prime}-l}\left(\frac{u}{D^{\prime}-l+u}\right)^{u}\right)}{D^{\prime}-l+u} \tag{4}
\end{equation*}
$$

The best known lower bound using cover-free codes for the rate of threshold group testing is given in [10] (see also [18], [19] for constructions of coverfree codes) by

$$
\begin{equation*}
R \geq \frac{-\log \left(1-\left(\frac{D^{\prime}-l}{D^{\prime}-l+u}\right)^{D^{\prime}-l}\left(\frac{u}{D^{\prime}-l+u}\right)^{u}\right)}{D^{\prime}-l+u-1} . \tag{5}
\end{equation*}
$$

One gets this lower bound by random choice of a ( $u, D^{\prime}-l$ ) cover-free code.

We first consider the case when $D$ is given and derive another lower bound for threshold group testing. Let $\left(m_{i j}\right)_{1 \leq i \leq n, 1 \leq j \leq N}$ be an $n \times N$ matrix. We denote by $r_{i}=\left(m_{i 1}, \ldots, m_{i N}\right)$ the $i$ th row and by $c_{j}=\left(m_{1 j}, \ldots m_{n j}\right)$ the $j$ th column.

Definition 4. We call an $n \times N$ matrix a $(D, u, l)$-threshold code, if for all $\mathcal{A}, \mathcal{B} \subset\{1,2, \ldots, N\},|\mathcal{A}|=|\mathcal{B}|=D$, and $|\mathcal{A} \backslash \mathcal{B}| \geq u-l$ there exists an $i \in\{1,2, \ldots, n\}$ such that

$$
\begin{align*}
& \left(\sum_{a \in \mathcal{A}} m_{i a} \geq u \quad \text { and } \quad \sum_{b \in \mathcal{B}} m_{i b} \leq l\right) \\
& \left(\sum_{a \in \mathcal{A}} m_{i a} \leq l \quad \text { or } \quad \text { and } \quad \sum_{b \in \mathcal{B}} m_{i b} \geq u\right) . \tag{6}
\end{align*}
$$

We call the rows of the matrix tests and the columns codewords.

In the previous section we have shown how to get a nonadaptive group testing strategy in case $D=u+l$ by an $(u, D-l)$ separating code. A $(D, u, l)$ threshold code is defined in such a way that it gives a nonadaptive strategy for threshold group testing for every $u, l, D$. Therefore we get the following

Lemma 1. Every ( $D, u, l$ ) threshold code gives a nonadaptive strategy for threshold group testing if the number $D$ of defectives is known.

Now we want to find a lower bound for the rate $R=\frac{\log N}{n}$ of a $(D, u, l)$ threshold code by random choice. First we calculate the rate for codes with a weaker condition (6'), that is if (6) holds only for all $\mathcal{A}$ and $\mathcal{B}$ with $|\mathcal{A} \cap \mathcal{B}|=z$ for some $z$ fixed.

Given an integer $N$, what is the minimal number (of rows) $n$ such that a threshold code of size $n \times N$ fulfills this weaker condition?

We say that $c_{j}$ is bad if there exists a pair of sets $\mathcal{A}, \mathcal{B} \subset\{1,2, \ldots, N\}$ with $|\mathcal{A}|=|\mathcal{B}|=D$ and for which $\left(6^{\prime}\right)$ is not true for any row. Otherwise we call $c_{j}$ good. Consider a random matrix $\left(X_{i j}\right)_{1 \leq i \leq n, 1 \leq j \leq N}$ where the $X_{i j}$ 's are independent identical distributed random variables. We choose $P\left(X_{i j}=\right.$ $1)=p$ and $P\left(X_{i j}=0\right)=q$.

Let $\mathcal{A}, \mathcal{B} \subset[N]$ with $|\mathcal{A} \cap \mathcal{B}|=D-u+l$. Then every test (row) of a $(D, u, l)$-threshold code contains exactly $l$ 1s inside of the positions corresponding to $|\mathcal{A} \cap \mathcal{B}|$. If there are less, then in the first set we cannot have more than $u 1 \mathrm{~s}$, and if there are more then in the second set we will have more than $l$ 1s. Therefore in this case

$$
\begin{align*}
& P\left(c_{j} \text { is } \operatorname{bad} \wedge|\mathcal{A} \cap \mathcal{B}|=D-u+l\right)= \\
& \binom{N-1}{D+u-l-1} \cdot\binom{D+u-l-1}{D} \cdot\left(1-2\binom{D-u+l}{l} p^{l} q^{D-u} p^{u-l} q^{u-l}\right)^{n} . \tag{7}
\end{align*}
$$

If we assign

$$
n=n_{*}=-\frac{\log \left(\binom{N-1}{D+u-l-1}\binom{D+u-l-1}{D}\right)}{\log \left(1-2\binom{D-u+l}{l} p^{u} q^{D-l}\right)}+1
$$

then the right-hand side of (7) does not exceed $\frac{1}{2}$ and the average number of bad columns does not exceed $\frac{N}{2}$. Thus there exists a matrix which has at least $\frac{N}{2}$ good columns. By using $R \geq \lim _{N \rightarrow \infty} \frac{\log \frac{N}{2}}{n_{*}}$ we get

$$
\begin{equation*}
R \geq \frac{-\log \left(1-2\binom{D-u+l}{l} p^{u} q^{D-l}\right)}{D+u-l-1} \tag{8}
\end{equation*}
$$

We want to consider the general case. We say that $c_{j}$ is bad if there exists a pair of sets $\mathcal{A}, \mathcal{B} \subset\{1,2, \ldots, N\}$ with $|\mathcal{A}|=|\mathcal{B}|=D$ and for which (6) is not true for any row. Clearly

$$
\begin{equation*}
P\left(c_{j} \text { is bad }\right)=\sum_{k=0}^{D-u+l} P\left(c_{j} \text { is } \operatorname{bad} \wedge|\mathcal{A} \cap \mathcal{B}|=k\right) \tag{9}
\end{equation*}
$$

If $|\mathcal{A} \cap \mathcal{B}|=k$ we get
$P\left(c_{j}\right.$ is $\left.\operatorname{bad} \wedge|\mathcal{A} \cap \mathcal{B}|=k\right)=\binom{N-1}{2 D-k-1} \cdot\binom{2 D-k-1}{D}$.
$\left(1-2\left(\sum_{j=0}^{\min \{k, l\}}\binom{k}{j} p^{j} q^{k-j}\left(\sum_{i=u-j}^{D-k}\binom{D-k}{i} p^{i} q^{D-k-i}\right)\left(\sum_{t=0}^{l-j}\binom{D-k}{h} p^{t} q^{D-k-t}\right)\right)\right)^{n}$.
Now we need an upper bound

$$
\begin{equation*}
P\left(c_{j} \text { is bad }\right) \leq(D-u+l+1) \max _{k \in\{0,1, \ldots, D-u+l\}} P\left(c_{j} \text { is } \operatorname{bad} \wedge|\mathcal{A} \cap \mathcal{B}|=k\right) . \tag{11}
\end{equation*}
$$

We calculate for each $k$ the rate like for $k=D-u+l$. The factor $(D-u+l+1)$ in (11) does not change the rate. Therefore the minimal of these rates gives a bound for the rate in the general case.

Hence we get
Theorem 2. Let $0 \leq l<u \leq D$ be given, then

$$
\begin{align*}
& R_{T h} \geq R_{T}=\max _{0 \leq p \leq 1} \min _{0 \leq k \leq D-u+l}  \tag{12}\\
& \frac{-\log \left(1-2\left(\sum_{j=0}^{\min \{k, l\}}\binom{k}{j} p^{j} q^{k-j}\left(\sum_{i=u-j}^{D-k}\binom{D-k}{i} p^{k} q^{D-k-i}\right)\left(\sum_{t=0}^{l-j}\binom{D-k}{t} p^{t} q^{D-k-t}\right)\right)\right)}{2 D-k-1} .
\end{align*}
$$

This formula is better than the known one, because every ( $u, D-l$ ) coverfree code is a ( $D, u, l$ ) threshold code. The bound for the rate of cover-free codes is derived in the same way as we did for threshold codes. Recall that the best known bound for the rate, using cover-free codes is

$$
\begin{equation*}
R_{T h} \geq R_{C}=\frac{-\log \left(1-\left(\frac{D-l}{D-l+u}\right)^{D-l}\left(\frac{u}{D-l+u}\right)^{u}\right)}{D-l+u-1} . \tag{13}
\end{equation*}
$$

It holds $-\log (1-x) \sim x$ if $x$ is small. Thus we want to compare

$$
\begin{align*}
& R_{T}=\max _{0 \leq p \leq 1} \min _{0 \leq k \leq D-u+l}  \tag{14}\\
& \frac{\left.2\left(\sum_{j=0}^{\min \{k, l\}}\binom{k}{j} p^{j} q^{k-j}\left(\sum_{i=u-j}^{D-k}\binom{D-k}{i} p^{i} q^{D-k-i}\right)\left(\sum_{t=0}^{l-j}\binom{D-k}{t} p^{t} q^{D-k-t}\right)\right)\right)}{2 D-k-1}
\end{align*}
$$

and

$$
\begin{equation*}
R_{C}=\frac{\left(\frac{D-l}{D-l+u}\right)^{D-l}\left(\frac{u}{D-l+u}\right)^{u}}{D-l+u-1} \tag{15}
\end{equation*}
$$

Note first that, since $u \geq l+1$, for all $0 \leq k \leq D-u+l$

$$
\begin{equation*}
F_{T}=\frac{2}{2 D-k-1} \geq \frac{2}{2 D-1} \geq F_{C}=\frac{1}{D-l+u-1} \geq \frac{1}{D} . \tag{16}
\end{equation*}
$$

We have $\frac{F_{T}}{F_{C}}>1$, for instance for $u=l+1$ and $k=D-1 \frac{F_{T}}{F_{C}}=2$, or $\lambda=0$, $\mu=1$, and therefore $\kappa=0$, as it occurs in the result of [2].

We start with our analysis for $u=l+1$, that is in relative quantities

$$
\begin{equation*}
\lambda=\frac{l}{D}, \mu=\frac{u}{D}, \kappa=\frac{k}{D}, \tag{17}
\end{equation*}
$$

and for the probabilities in (15)

$$
\begin{equation*}
\frac{u}{D-l+u}=\frac{\mu}{1-\lambda+\mu}=\mu=p, \quad 1-\mu=q . \tag{18}
\end{equation*}
$$

We begin first with the entropy description of the lower bounds for $u=l+1$

$$
\begin{equation*}
R_{C}=F_{C} \mu^{\mu D}(1-\mu)^{1-\mu D}=F_{C} 2^{-h(\mu) D} \tag{19}
\end{equation*}
$$

$$
\begin{align*}
R_{T} \geq & F_{T} \min _{0 \leq k \leq D-u+l} \sum_{j=0}^{\min \{k, l\}}\binom{k}{j} p^{j} q^{k-j} .  \tag{20}\\
& \left(\sum_{i=u-j}^{D-k}\binom{D-k}{i} p^{i} q^{D-k-i}\right) . \\
& \left(\sum_{t=0}^{l-j}\binom{D-k}{t} p^{t} q^{D-k-t}\right) .
\end{align*}
$$

For $u=l+1$ we have

$$
\begin{aligned}
R_{T}(l) \geq & F_{T} \min _{0 \leq k \leq l} \sum_{j=0}^{k}\binom{k}{j} \mu^{j}(1-\mu)^{k-j} \\
& (1-*) \sum_{t=0}^{l-j}\binom{D-k}{t} \mu^{t}(1-\mu)^{k-j},
\end{aligned}
$$

where $(1-*) S U M$ stands for $(1-S U M) S U M$.
Argument We choose the optimal $j$ for all sums (max. entropy principle). If $j^{*}=\mu k=\lambda \kappa D$, then

$$
\begin{gather*}
\binom{k}{j^{*}} \mu^{j^{*}}(1-\mu)^{k-j^{*}} \geq \frac{1}{k+1} \geq \frac{1}{D}  \tag{21}\\
\binom{D-k}{u-j^{*}} \mu^{u-j^{*}}(1-\mu)^{D-k-u+j^{*}} \geq \frac{1}{D-k+1} \geq \frac{1}{D} \\
\binom{D-k}{l-j^{*}} \mu^{l-j^{*}}(1-\mu)^{D-k-l+j^{*}} \geq \frac{1}{D-k+1} \geq \frac{1}{D} .
\end{gather*}
$$

Consequently

$$
\begin{equation*}
\frac{R_{T}(l)}{R_{C}} \geq \frac{F_{T}}{F_{C}} 2^{h(\mu) D-o(D)} . \tag{22}
\end{equation*}
$$

Therefore we have
Theorem 3. In the case without gap, that is $u=l+1$, it holds

$$
\begin{equation*}
\frac{R_{T}}{R_{C}} \geq 2^{h(\mu) D-o(D)} . \tag{23}
\end{equation*}
$$

We write now

$$
R_{T}=F_{T} \min _{0 \leq k \leq D-u+l} E_{1} E_{2} E_{3}
$$

with $E_{1}=\sum_{j=0}^{\min \{k, l\}}\binom{k}{j} p^{j} q^{k-j}, E_{2}=\sum_{i=u-j}^{D-k}\binom{D-k}{i} p^{i} q^{D-k-i}$,
and $E_{3}=\sum_{t=0}^{l-j}\binom{D-k}{t} p^{t} q^{D-k-t}$.
To approximate $E_{1}$ for all $k$ observe first that we need

$$
\begin{equation*}
j(\kappa) \leq \kappa p D \text { and } j(\kappa) \leq \lambda D . \tag{24}
\end{equation*}
$$

Let $\kappa \leq 1-\mu+\lambda$ and

$$
\begin{equation*}
p=p(\mu, \lambda)=\frac{\lambda}{1-\mu+\lambda} \tag{25}
\end{equation*}
$$

then for $j=\frac{\lambda}{1-\mu+\lambda} \kappa D$ the inequalities in (24) hold.
Lemma 2. 1. $\lambda \leq p(\mu, \lambda) \leq \mu$.
2. $p(\mu, \lambda) \leq \frac{\mu+\lambda}{2}$ for $\mu \leq \frac{1}{2}$.
3. The inequality $\sqrt{\lambda \mu} \leq p(\mu, \lambda)$ does not hold.

## Proof.

1. Since $\mu \geq \lambda, 1-\mu+\lambda \leq 1$ and $\lambda \leq p(\mu, \lambda)$ then

$$
\lambda=(1-\mu+\lambda) p(\mu, \lambda) \leq(1+(\lambda-\mu)) \mu
$$

or equivalently

$$
\lambda-\mu \leq(\lambda-\mu) \mu,
$$

which holds, because $0 \leq \mu \leq 1$ and $\lambda-\mu$ is negative.
2. The inequality is equivalent to

$$
\begin{equation*}
\lambda \leq \frac{\mu+\lambda}{2}-\frac{\mu^{2}-\lambda^{2}}{2} \tag{26}
\end{equation*}
$$

or to

$$
\lambda-\lambda^{2} \leq \mu-\mu^{2},
$$

which holds, because $\lambda \leq \mu \leq \frac{1}{2}$ and thus

$$
\lambda(1-\lambda) \leq \mu(1-\mu)
$$

3. Counterexample: $\mu=\frac{1}{2}$ and $\lambda=\frac{1}{4}$.

It remains to estimate $E_{2}$ and $E_{3}$ from below

$$
E_{2}=\sum_{i=u-j(\kappa)}^{D-k}\binom{D-k}{i} p^{i} q^{D-k-i},
$$

where $u-j(\kappa)=\left(\mu-\frac{\lambda}{1-\mu+\lambda} \kappa\right) D \leq p(1-\kappa) D$.

$$
E_{2} \geq\binom{(1-\kappa) D}{(\mu-p \kappa) D} p^{(\mu-p \kappa) D}(1-p)^{(1-\mu-(1-p) \kappa) D}
$$

$$
E_{2} \geq 2^{D(1-\kappa)\left[h\left(\frac{\mu-p \kappa}{1-\kappa}\right)+\frac{\mu-p \kappa}{1-\kappa} \log p+\frac{1-\mu-(1-p \kappa)}{1-\kappa} \log (1-p)\right]} .
$$

We set

$$
\left.f(\kappa, \mu, \lambda, p)=h\left(\frac{\mu-p \kappa}{1-\kappa}\right)+\frac{\mu-p \kappa}{1-\kappa} \log p+\frac{1-\mu-(1-p \kappa)}{1-\kappa} \log (1-p)\right]
$$

and want to find $\min _{\kappa} f(\kappa, \mu, \lambda, p)$. Let $r=\frac{\mu-p \kappa}{1-\kappa}$, then we have

$$
\begin{aligned}
& -r \log r-(1-r) \log (1-r)+r \log p+(1-r) \log \frac{1-p}{1-r} \\
= & r \log \frac{p}{r}+(1-r) \log \frac{1-p}{1-r} \\
= & -D((r, 1-r) \|(p, 1-p)),
\end{aligned}
$$

where $D((r, 1-r) \|(p, 1-p))$ is called information divergence. For $E_{3}$ we have

$$
E_{3}=\sum_{t=0}^{l-j(\kappa)}\binom{D-k}{t} p^{t} q^{D-k-t}
$$

where $l-j(\kappa)=(\lambda-p \kappa) D$. Therefore

$$
E_{3} \geq 2^{D(1-\kappa)\left[h\left(\frac{\lambda-p \kappa}{1-\kappa}\right)+\frac{\lambda-p \kappa}{1-\kappa} \log p+\frac{1-\kappa-\operatorname{lambda+p\kappa )}}{1-\kappa} \log (1-p)\right]}
$$

We set

$$
\left.g(\kappa, \mu, \lambda, p)=h\left(\frac{\lambda-p \kappa}{1-\kappa}\right)+\frac{\lambda-p \kappa}{1-\kappa} \log p+\frac{1-\kappa-\lambda+p \kappa}{1-\kappa} \log (1-p)\right]
$$

and want to find $\min _{\kappa} f(\kappa, \mu, \lambda, p)$. Let $s=\frac{\lambda-p \kappa}{1-\kappa}$, then we have

$$
\begin{aligned}
& -s \log s-(1-s) \log (1-s)+s \log p+(1-s) \log \frac{1-p}{1-s} \\
= & s \log \frac{p}{s}+(1-s) \log \frac{1-p}{1-s} \\
= & -D((s, 1-s) \|(p, 1-p)) .
\end{aligned}
$$

It follows

## Proposition 1.

$$
R_{T} \sim F_{T} 2^{(-D((r, 1-r) \|(p, 1-p))-D((s, 1-s) \|(p,(1-p)))(1-\kappa)} .
$$

Therefore we compare
$-D((r, 1-r) \|(p, 1-p))-D((s, 1-s) \|(p,(1-p)))(1-\kappa)$ with $-\max (h(\lambda), h(\mu))$.
We need some basic calculation for the bound on $R_{C}$.
Lemma 3. Denote $P=P(\lambda, \mu)=\frac{\mu}{1-\lambda+\mu}$, then

$$
R_{C} / F_{C}=\left(\frac{u}{D-l+u}\right)^{u}\left(\frac{D-l}{D-l+u}\right)^{D-l}=2^{-h(P)(1-\lambda+\mu) D} .
$$

Proof. We have

$$
\begin{aligned}
& \left(\frac{\mu}{1-\lambda+\mu}\right)^{\mu D}\left(\frac{1-\lambda}{1-\lambda+\mu}\right)^{(1-\lambda) D} \\
= & P^{P D(1-\lambda+\mu)}(1-P)^{(1-P) D(1-\lambda+\mu)} \\
= & 2^{-h(P)(1-\lambda+\mu) D} .
\end{aligned}
$$

We note that $1-\lambda+\mu>1$ and $P>\mu$.
So far $\frac{1}{2} \geq P=\frac{\mu}{1-\lambda+\mu}$ and we have

$$
h(P)(1-\lambda+\mu)>h(\mu)>h(\lambda) .
$$

Now we want to show that
$h(P)(1-\lambda+\mu)>\max _{\kappa}(1-\kappa)(D((r, 1-r) \|(p, 1-p)+D((s, 1-s) \|(p, 1-p))$
with $P=\frac{\mu}{1-\lambda+\mu}, r=\frac{\mu-p \kappa}{1-\kappa}, s=\frac{\lambda-p \kappa}{1-\kappa}$, and $p=\frac{\lambda}{1-\mu+\lambda}$.
We consider the special case $D=u+l$. Then we have $1=\mu+\lambda$, $0 \leq \kappa \leq 2 \lambda, P=\frac{1}{2}$, and $p=\frac{1}{2}$.

For $\mu=\lambda$ we have

$$
h(P)(1-\lambda+\mu)=2 \mu>0=(1-\kappa) 2 D\left(\left(\frac{1}{2}, \frac{1}{2}\right) \|\left(\frac{1}{2}, \frac{1}{2}\right)\right)
$$

For $\lambda<\mu$ we have $r=\frac{2 \mu-\kappa}{2-2 \kappa}$ and $s=\frac{2 \lambda-\kappa}{2-2 \kappa}$.
We have to show that for $0 \leq \kappa \leq \lambda$
$2 \mu>\max _{\kappa}-(1-\kappa)\left(D\left(\left(\frac{2 \mu-\kappa}{2-2 \kappa}, 1-\frac{2 \mu-\kappa}{2-2 \kappa}\right) \|\left(\frac{1}{2}, \frac{1}{2}\right)+D\left(\left(\frac{2 \lambda-\kappa}{2-2 \kappa}, 1-\frac{2 \lambda-\kappa}{2-2 \kappa}\right) \|\left(\frac{1}{2}, \frac{1}{2}\right)\right)\right.\right.$.
This is equivalent to (because $\lambda=1-\mu$ )

$$
\begin{align*}
2 & \leq h\left(\frac{2 \mu-\kappa}{2-2 \kappa}\right)+h\left(\frac{2(1-\mu)-\kappa}{2-2 \kappa}\right)+\frac{2 \mu}{1-\kappa}  \tag{27}\\
2 & \leq h\left(\frac{2 \mu-\kappa}{2-2 \kappa}\right)+h\left(1-\frac{2 \mu-\kappa}{2-2 \kappa}\right)+\frac{2 \mu}{1-\kappa} \\
2 & \leq 2 h\left(1-\frac{2 \mu-\kappa}{2-2 \kappa}\right)+\frac{2 \mu}{1-\kappa} \\
1-\frac{2 \mu}{2-2 \kappa} & \leq h\left(1-\frac{2 \mu-\kappa}{2-2 \kappa}\right) . \tag{28}
\end{align*}
$$

(27) is true for $\mu>1-\kappa$. For $\mu \leq 1-\kappa$ it holds $\frac{1}{2} \leq \frac{2 \mu-\kappa}{2-2 \kappa} \leq 1$. Therefore

$$
1-\frac{2 \mu-\kappa}{2-2 \kappa} \leq h\left(1-\frac{2 \mu-\kappa}{2-2 \kappa}\right)
$$

and (28) holds.
For $\kappa=0$ and $\mu=1$, that means $\lambda=0$, the two terms are the same. In general we get

Theorem 4. Let $1=\mu+\lambda$ and $\lambda \leq \mu$, then

$$
R_{T} \geq 2^{2 \lambda)} R_{C}
$$

## 4. Computer Results

We set $R_{T}=F_{T} \cdot E_{1} \cdot E_{2} \cdot E_{3}$ and $R_{C}=F_{C} E_{0}$ with
$E_{0}=\left(\frac{D-l}{D-l+u}\right)^{D-l}\left(\frac{u}{D-l+u}\right)^{u}$
$E_{1}=\sum_{j=0}^{\min \{k, l\}}\binom{k}{j} p^{j} q^{k-j}$
$E_{2}=\sum_{i=u-j}^{D-k}\binom{D-k}{i} p^{i} q^{D-k-i}$

$$
E_{3}=\sum_{t=0}^{l-j}\binom{D-k}{t} p^{t} q^{D-k-t}
$$

We set $\mu D=u, \lambda D=l, \kappa D=k, \alpha D=j$
$E_{0}=2^{D e_{0}}$ with $e_{0}=-h\left(\frac{\mu}{(1-\lambda+\mu)}\right)(1-\lambda+\mu)$
$E_{1}=2^{D e_{1}}$ with $e_{1}=\kappa h\left(\frac{\alpha}{\kappa}\right)+\alpha \log (p)+(\kappa-\alpha) \log (1-p)$
$E_{2}=2^{D e_{2}}$ with $e_{2}=(1-\kappa) h\left(\frac{f_{2}}{1-\kappa}\right)+\left(1-\kappa-f_{2}\right) \log (1-p)+f_{2} \log (p)$
where $f_{2}=(\mu-\alpha) \beta+(1-\kappa)(1-\beta)$.

$$
E_{3}=2^{D e_{3}} \text { with } e_{3}=(1-\kappa) h\left(\frac{f_{3}}{1-\kappa}\right)+f_{3} \log (p)+\left(1-\kappa-f_{3}\right) \log (1-p)
$$

where $f_{3}=(\lambda-\alpha) \gamma$.
The computer calculates now for given $\mu$ and $\lambda$ :

$$
\max _{0 \leq p \leq 1} \min _{0 \leq \kappa \leq 1-\mu+\lambda} \max _{0 \leq \gamma, \beta \leq 1, \max \{0, \mu+\kappa-1\} \leq \alpha \leq \min \{\kappa, \lambda\}} e_{1}+e_{2}+e_{3}-e_{0}
$$

We have $\frac{R_{T}}{R_{C}}=2^{D\left(e_{1}+e_{2}+e_{3}-e_{0}\right)}$.
Observations:

- $0 \leq e_{1}+e_{2}+e_{3}-e_{0} \leq 1$
- The biggest value for $e_{1}+e_{2}+e_{3}-e_{0}$ we have for $\mu=\lambda=\frac{1}{2}$
- The smallest value for $e_{1}+e_{2}+e_{3}-e_{0}$ we have for $(\lambda=0$ and $\mu$ arbitrary) and for ( $\mu=1$ and $\lambda$ arbitrary).
- For $\mu=\lambda$ (13) gives the correct value.
- $p=\frac{\mu}{1-\lambda+\mu}$ gives always the biggest value (therefore it is not listed in the table below).

| $\lambda$ | $\mu$ | $e_{1}+e_{2}+e_{3}-e_{0}$ | $\lambda$ | $\mu$ | $e_{1}+e_{2}+e_{3}-e_{0}$ |
| :--- | :--- | :---: | :--- | :--- | :---: |
| 0 | x | 0.00 | 0.4 | 0.4 | 0.97 |
| 0.1 | 0.1 | 0.47 | 0.4 | 0.5 | 0.89 |
| 0.1 | 0.2 | 0.45 | 0.4 | 0.6 | 0.80 |
| 0.1 | 0.3 | 0.43 | 0.4 | 0.7 | 0.69 |
| 0.1 | 0.4 | 0.41 | 0.4 | 0.8 | 0.55 |
| 0.1 | 0.5 | 0.39 | 0.4 | 0.9 | 0.36 |
| 0.1 | 0.6 | 0.36 | 0.4 | 1.0 | 0.00 |
| 0.1 | 0.7 | 0.32 | 0.5 | 0.5 | 1.00 |
| 0.1 | 0.8 | 0.27 | 0.5 | 0.6 | 0.89 |
| 0.1 | 0.9 | 0.21 | 0.5 | 0.7 | 0.76 |
| 0.1 | 1.0 | 0.00 | 0.5 | 0.8 | 0.60 |
| 0.2 | 0.2 | 0.72 | 0.5 | 0.9 | 0.39 |
| 0.2 | 0.3 | 0.69 | 0.5 | 1.0 | 0.00 |
| 0.2 | 0.4 | 0.65 | 0.6 | 0.6 | 0.97 |
| 0.2 | 0.5 | 0.60 | 0.6 | 0.7 | 0.83 |
| 0.2 | 0.6 | 0.55 | 0.6 | 0.8 | 0.65 |
| 0.2 | 0.7 | 0.49 | 0.6 | 0.9 | 0.41 |
| 0.2 | 0.8 | 0.40 | 0.6 | 1.0 | 0.00 |
| 0.2 | 0.9 | 0.28 | 0.7 | 0.7 | 0.88 |
| 0.2 | 1.0 | 0.00 | 0.7 | 0.8 | 0.69 |
| 0.3 | 0.3 | 0.88 | 0.7 | 0.9 | 0.43 |
| 0.3 | 0.4 | 0.83 | 0.7 | 1.0 | 0.00 |
| 0.3 | 0.5 | 0.76 | 0.8 | 0.8 | 0.72 |
| 0.3 | 0.6 | 0.69 | 0.8 | 0.9 | 0.45 |
| 0.3 | 0.7 | 0.60 | 0.8 | 1.0 | 0.00 |
| 0.3 | 0.8 | 0.49 | 0.9 | 0.9 | 0.47 |
| 0.3 | 0.9 | 0.32 | 0.9 | 1.0 | 0.00 |
| 0.3 | 1.0 | 0.00 | 1.0 | 1.0 | 0.00 |

## 5. Majority group testing

We remind the reader of the definition of majority group testing in Section 1.

This is a generalization of the model considered in [14].
Furthermore the author introduced and analyzed the following test:
1.

$$
t_{\mathcal{S}}(\mathcal{D})= \begin{cases}0 & , \text { if }|\mathcal{S} \cap \mathcal{D}|<\frac{D}{2} \\ 1, & \text { if }|\mathcal{S} \cap \mathcal{D}| \geq \frac{D}{2}\end{cases}
$$

He mentioned as other tests:
2.

$$
t_{\mathcal{S}}(\mathcal{D})= \begin{cases}0 & , \text { if }|\mathcal{S} \cap \mathcal{D}|<\frac{D}{2} \\ & , \text { or }|\mathcal{N} \backslash \mathcal{S}|>|\mathcal{S}| \text { and }|\mathcal{S} \cap \mathcal{D}|=\frac{D}{2} \\ 1 & , \text { if }|\mathcal{S} \cap \mathcal{D}|>\frac{D}{2} \\ & \text { or }|\mathcal{N} \backslash \mathcal{S}| \leq|\mathcal{S}| \text { and }|\mathcal{S} \cap \mathcal{D}|=\frac{D}{2}\end{cases}
$$

3. 

$$
t_{\mathcal{S}}(\mathcal{D})= \begin{cases}0, & \text { if }|\mathcal{S} \cap \mathcal{D}|<\frac{D}{Z} \\ 1, & \text { if }|\mathcal{S} \cap \mathcal{D}|>\frac{D}{2} \\ *, & \text { otherwise }\end{cases}
$$

It is clear that the test 1 . is included in our definition of majority group testing. The other two are not included.

We will now consider the case $f_{1}(D)=\left\lceil\frac{D}{k}\right\rceil-1$ and $f_{2}(D)=\left\lfloor\frac{D}{k}\right\rfloor+1$ and write $f(D)=\frac{D}{k}$.

$$
t_{\mathcal{S}}(\mathcal{D})= \begin{cases}0 & , \text { if }|\mathcal{S} \cap \mathcal{D}|<\frac{D}{k}=f(D) \\ 1 & , \text { if }|\mathcal{S} \cap \mathcal{D}|>\frac{D}{k}=f(D) \\ \{0,1\} & \text {, otherwise }\end{cases}
$$

If $D$ is known this problem can be reduced to threshold group testing:

1. For $D \bmod k \equiv 0$ we set $l=\frac{D}{k}-1$ and $u=\frac{D}{k}+1$. Therefore we get a strategy by a $\left(\frac{D}{k}+1, \frac{k-1}{k} D+1\right)$ cover-free code, by a $\left(\frac{D}{2}+1, \frac{D}{2}+1\right)$ separating code for $k=2$, or by a $\left(D, \frac{D}{k}+1, \frac{k-1}{k} D+1\right.$ ) threshold code.
2. For $D \bmod k \equiv s$ with $0<s<k$ we set $l=\frac{D-s}{k}$ and $u=\frac{D+k-s}{k}$. Therefore we get strategy by a $\left(\frac{D+k-s}{k}, \frac{(k-1) D+s}{k}\right)$ cover-free code, by a $\left(\frac{D+1}{2}, \frac{D+1}{2}\right)$ separating code for $k=2$, or by a $\left(D, \frac{D+k-s}{k}, \frac{(k-1) D+s}{k}\right)$ threshold code.

Now we will consider the case when $D$ is bounded by some $D^{\prime}<N$. The number of tests depends on $D^{\prime}$.

First we consider the case $k=2$.
It is clear that as in threshold group testing it is not always possible to determine the set of defectives.

Definition 5. We say that two sets $\mathcal{A}, \mathcal{B}$ of possible defective elements are indistinguishable if for all strategies the results can be the same for both $\mathcal{A}$ and $\mathcal{B}$. We call a set $\mathbb{F}$ of subsets of $[N] a$ solution, if the set of all defective elements $\mathcal{D} \in \mathbb{F}$ and the sets in $\mathbb{F}$ are pairwise indistinguishable. The next theorem gives conditions for a solution.

Theorem 5. Let $\mathcal{D} \subset[N]$ be the set of defectives and $f(D)=\frac{D}{2}$. We can determine a solution $\mathbb{F}$ such that for every sets $\mathcal{P}_{1}, \mathcal{P} \in \mathbb{F}$ with $\left|\mathcal{P}_{1}\right| \geq|\mathcal{P}|$ the following holds

1. If $\mathcal{P} \subset \mathcal{P}_{1}$ and $\mathcal{P}$ is even then

$$
\begin{equation*}
\left|\mathcal{P}_{1} \backslash \mathcal{P}\right| \leq 2 \tag{29}
\end{equation*}
$$

2. If $\mathcal{P} \subset \mathcal{P}_{1}$ and $\mathcal{P}$ is odd then

$$
\begin{equation*}
\left|\mathcal{P}_{1} \backslash \mathcal{P}\right| \leq 1 \tag{30}
\end{equation*}
$$

3. If $\left|\mathcal{P} \backslash \mathcal{P}_{1}\right|=1$ and $\mathcal{P}$ is even then

$$
\begin{equation*}
\left|\mathcal{P}_{1} \backslash \mathcal{P}\right| \leq 1 \tag{31}
\end{equation*}
$$

4. In all other cases we can distinguish two sets $\mathcal{A}, \mathcal{B}$ with $\mathcal{A} \neq \mathcal{B}$.

Proof. First we show that there exists a strategy, such that we get a set $\mathbb{F}$ which satisfies (29), (30), and (31). We consider the set $\mathbb{F}_{0}=\cup_{j=0}^{D^{\prime}}\binom{[N]}{j}$ of all possible sets of defectives. If there are two sets in $\mathbb{F}_{0}$ which do not fulfill (29), (30), and (31) we show that there exists a test such that one will be removed and we show that the set of defectives will not be removed.

1. Let $\mathcal{P} \subset \mathcal{P}_{1}$ and $|\mathcal{P}|=2 a$.

It is enough to have a test set $\mathcal{S}$ which includes exactly $a-1$ elements of $\mathcal{P}$ and the remaining $w$ elements of $\mathcal{P}_{1} \backslash \mathcal{P}$. If the result of this test is " 1 " we continue with $\mathbb{F}_{1}=\mathbb{F}_{0} \backslash \mathcal{P}$, otherwise we continue with $\mathbb{F}_{1}=\mathbb{F}_{0} \backslash\left\{\mathcal{P}_{1}\right\}$. Now we have to show that we will not remove $\mathcal{D}$. If $\mathcal{P}=\mathcal{D}$ then $|\mathcal{S} \cap \mathcal{D}|=a-1<\frac{D}{2}=a$ and the result is " 0 ". If $\mathcal{P}_{1}=\mathcal{D}$ then $|\mathcal{S} \cap \mathcal{D}|=a-1+w>\frac{D}{2}=a+\frac{w}{2}$, because $\left|\mathcal{P}_{1} \backslash \mathcal{P}\right|=w \geq 3$ by assumption and the result is " 1 ".
2. Let $\mathcal{P} \subset \mathcal{P}_{1}$ and $|\mathcal{P}|=2 a+1$.

It is enough to have a test set $\mathcal{S}$ which includes exactly $a$ elements of $\mathcal{P}$ and the remaining $w$ elements of $\mathcal{P}_{1} \backslash \mathcal{P}$. If the result of this test is " 1 " we continue with $\mathbb{F}_{1}=\mathbb{F}_{0} \backslash\{\mathcal{P}\}$, otherwise we continue with $\mathbb{F}_{1}=\mathbb{F}_{0} \backslash\left\{\mathcal{P}_{1}\right\}$. Now we have to show that we will not remove $\mathcal{D}$. If $\mathcal{P}=\mathcal{D}$ then $|\mathcal{S} \cap \mathcal{D}|=a<\frac{D}{2}=a+\frac{1}{2}$ and the result is " 0 ". If $\mathcal{P}_{1}=\mathcal{D}$ then $|\mathcal{S} \cap \mathcal{D}|=a+w>\frac{D}{2}=a+\frac{w+1}{2}$, because $\left|\mathcal{P}_{1} \backslash \mathcal{P}\right|=w \geq 2$ by assumption and the result is " 1 ".
3. Let $\mathcal{P} \not \subset \mathcal{P}_{1},\left|\mathcal{P} \backslash \mathcal{P}_{1}\right|=1$, and $|\mathcal{P}|=2 a$. It is enough to have a test set $\mathcal{S}$ which includes exactly $a-1$ elements of $\mathcal{P}$ and the remaining $w$ elements of $\mathcal{P}_{1} \backslash \mathcal{P}$. If the result of this test is " 1 " we continue with $\mathbb{F}_{1}=\mathbb{F}_{0} \backslash\{\mathcal{P}\}$, otherwise we continue with $\mathbb{F}_{1}=\mathbb{F}_{0} \backslash\left\{\mathcal{P}_{1}\right\}$. Now we have to show that we will not remove $\mathcal{D}$.
If $\mathcal{P}=\mathcal{D}$ then $|\mathcal{S} \cap \mathcal{D}|=a-1<\frac{D}{2}=a$ and the result is " 0 ".
If $\mathcal{P}_{1}=\mathcal{D}$ then $|\mathcal{S} \cap \mathcal{D}|=a-1+w>\frac{D}{2}=a+\frac{w-1}{2}$, because $\left|\mathcal{P}_{1} \backslash \mathcal{P}\right|=$ $w \geq 2$ by assumption and the result is " 1 ".
4. Let $\mathcal{P} \not \subset \mathcal{P}_{1},\left|\mathcal{P} \backslash \mathcal{P}_{1}\right|>1$, and $|\mathcal{P}|=2 a$.
(a) $\left|\mathcal{P} \cap \mathcal{P}_{1}\right|=l \geq a-1$.

It is enough to have a test set $\mathcal{S}$ which includes exactly $a-1$ elements of $\mathcal{P} \cap \mathcal{P}_{1}$, no other elements of $\mathcal{P}$ and the remaining $w$ elements of $\mathcal{P}_{1} \backslash \mathcal{P}$. If the result of this test is " 1 " we continue with $\mathbb{F}_{1}=\mathbb{F}_{0} \backslash\{\mathcal{P}\}$, otherwise we continue with $\mathbb{F}_{1}=\mathbb{F}_{0} \backslash\left\{\mathcal{P}_{1}\right\}$. Now we have to show that we will not remove $\mathcal{D}$.
If $\mathcal{P}=\mathcal{D}$ then $|\mathcal{S} \cap \mathcal{D}|=a-1<\frac{D}{2}=a$ and the result is " 0 ".
If $\mathcal{P}_{1}=\mathcal{D}$ then $|\mathcal{S} \cap \mathcal{D}|=a-1+w>\frac{D}{2}=a+\frac{w-\left|\mathcal{P} \backslash \mathcal{P}_{1}\right|}{2}$, because $\left|\mathcal{P} \backslash \mathcal{P}_{1}\right|>1$ by assumption and the result is " 1 ".
(b) $\left|\mathcal{P} \cap \mathcal{P}_{1}\right|=l<a-1$.

It is enough to have a test set $\mathcal{S}$ which includes all elements of $\mathcal{P} \cap \mathcal{P}_{1}, a-1-\left|\mathcal{P} \cap \mathcal{P}_{1}\right|$ elements of $\mathcal{P}$, and the remaining $w$ elements of $\mathcal{P}_{1} \backslash \mathcal{P}$. If the result of this test is " 1 " we continue with $\mathbb{F}_{1}=\mathbb{F}_{0} \backslash\{\mathcal{P}\}$, otherwise we continue with $\mathbb{F}_{1}=\mathbb{F}_{0} \backslash\left\{\mathcal{P}_{1}\right\}$. Now we have to show that we will not remove $\mathcal{D}$.
If $\mathcal{P}=\mathcal{D}$ then $|\mathcal{S} \cap \mathcal{D}|=a-1<\frac{D}{2}=a$ and the result is " 0 ".
If $\mathcal{P}_{1}=\mathcal{D}$ then $|\mathcal{S} \cap \mathcal{D}|=D>\frac{D}{2}$ and the result is " 1 ".
5. Let $\mathcal{P} \not \subset \mathcal{P}_{1},\left|\mathcal{P} \backslash \mathcal{P}_{1}\right|>1$, and $|\mathcal{P}|=2 a+1$.
(a) $\left|\mathcal{P} \cap \mathcal{P}_{1}\right|=l \geq a$.

It is enough to have a test set $\mathcal{S}$ which includes exactly $a$ elements of $\mathcal{P} \cap \mathcal{P}_{1}$, no other elements of $\mathcal{P}$ and the remaining $w$ elements
of $\mathcal{P} \backslash \mathcal{P}_{1}$. If the result of this test is " 1 " we continue with $\mathbb{F}_{1}=$ $\mathbb{F}_{0} \backslash\{\mathcal{P}\}$, otherwise we continue with $\mathbb{F}_{1}=\mathbb{F}_{0} \backslash\left\{\mathcal{P}_{1}\right\}$. Now we have to show that we will not remove $\mathcal{D}$.
If $\mathcal{P}=\mathcal{D}$ then $|\mathcal{S} \cap \mathcal{D}|=a<\frac{D}{2}=a+\frac{1}{2}$ and the result is " 0 ".
If $\mathcal{P}_{1}=\mathcal{D}$ then $|\mathcal{S} \cap \mathcal{D}|=a+w>\frac{D}{2}=a+\frac{w-\left|\mathcal{P} \backslash \mathcal{P}_{1}\right|}{2}$, because $\left|\mathcal{P} \backslash \mathcal{P}_{1}\right|>0$ by assumption and the result is " 1 ".
(b) $\left|\mathcal{P} \cap \mathcal{P}_{1}\right|=l<a$.

It is enough to have a test set $\mathcal{S}$ which includes all elements of $\mathcal{P} \cap \mathcal{P}_{1}, a-\left|\mathcal{P} \cap \mathcal{P}_{1}\right|$ elements of $\mathcal{P}$, and the remaining $w$ elements of $\mathcal{P}_{1} \backslash \mathcal{P}$. If the result of this test is " 1 " we continue with $\mathbb{F}_{1}=$ $\mathbb{F}_{0} \backslash\{\mathcal{P}\}$, otherwise we continue with $\mathbb{F}_{1}=\mathbb{F}_{0} \backslash\left\{\mathcal{P}_{1}\right\}$. Now we have to show that we will not remove $\mathcal{D}$.
If $\mathcal{P}=\mathcal{D}$ then $|\mathcal{S} \cap \mathcal{D}|=a<\frac{D}{2}=a+\frac{1}{2}$ and the result is " 0 ".
If $\mathcal{P}_{1}=\mathcal{D}$ then $|\mathcal{S} \cap \mathcal{D}|=D>\frac{D}{2}$ and the result is " 1 ".
In all cases it is not possible to distinguish the sets of possible solutions.

## Remarks:

1. In the corresponding matrix of a strategy for majority group testing with $f(D)=\frac{D}{2}$ it is possible to exchange the zeros and the ones.
2. The proof of Theorem 5 shows that for a successful strategy we have to have for all disjoint pairs $\mathcal{J}, \mathcal{I} \subset[N]$ with the size $\left\lfloor\frac{D^{\prime}}{2}\right\rfloor+1$ two test sets such that the elements of $\mathcal{J}$ are contained in one test set and no element of $\mathcal{I}$ is contained in the other test set or vice versa. This is exactly a separating code and therefore we have the following

Theorem 6. Let $f(D)=\frac{D}{2}$ and $D$ be bounded by $D^{\prime}$, which is known, then a $\left(\left\lfloor\frac{D^{\prime}}{2}\right\rfloor+1,\left\lfloor\frac{D^{\prime}}{2}\right\rfloor+1\right)$ separating code gives a nonadaptive strategy for majority group testing.

Now let us consider the case $k>2$.
As before we have conditions for a solution. They are given by the following

Theorem 7. Let $\mathcal{D} \subset[N]$ be the set of defectives and $f(D)=\frac{D}{k}$. We can determine a solution $\mathbb{F}$ such that for every sets $\mathcal{P}_{1}, \mathcal{P} \in \mathbb{F}$ with $\left|\mathcal{P}_{1}\right| \geq|\mathcal{P}|=$ $a k+s(0 \leq s \leq k-1)$ the following holds

1. If $\mathcal{P} \subset \mathcal{P}_{1}$ and $s=0$ or $s=k-1$ then

$$
\begin{equation*}
\left|\mathcal{P}_{1} \backslash \mathcal{P}\right| \leq 1 . \tag{32}
\end{equation*}
$$

2. If $\left|\mathcal{P} \backslash \mathcal{P}_{1}\right|=1$ and $s=0$ then

$$
\begin{equation*}
\left|\mathcal{P}_{1} \backslash \mathcal{P}\right| \leq 1 . \tag{33}
\end{equation*}
$$

3. In all other cases we can distinguish two sets $\mathcal{A}, \mathcal{B}$ with $\mathcal{A} \neq \mathcal{B}$.

## Proof.

The proof follows the same ideas as the proof of Theorem 5. First we show that there exists a strategy, such that we get a set $\mathbb{F}$ which fulfills (32) and (33). We consider the set $\mathbb{F}_{0}=\cup_{j=0}^{D^{\prime}}\binom{[N]}{j}$ of all possible sets of defectives. If there are two sets in $\mathbb{F}_{0}$ which do not fulfill (32) and (33) we show that there exists a test such that one will be removed and we show that the set of defectives will not be removed.

1. Let $\mathcal{P} \subset \mathcal{P}_{1}$ and $|\mathcal{P}|=a k+s$ with $0 \leq s \leq k-1$.
(a) $s=0$ :

It is enough to have a test set $\mathcal{S}$ which includes exactly $a-1$ elements of $\mathcal{P}$ and the remaining $w$ elements of $\mathcal{P}_{1} \backslash \mathcal{P}$. If the result of this test is " 1 " we continue with $\mathbb{F}_{1}=\mathbb{F}_{0} \backslash\{\mathcal{P}\}$, otherwise we continue with $\mathbb{F}_{1}=\mathbb{F}_{0} \backslash\left\{\mathcal{P}_{1}\right\}$. Now we have to show that we will not remove $\mathcal{D}$.
If $\mathcal{P}=\mathcal{D}$ then $|\mathcal{S} \cap \mathcal{D}|=a-1<\frac{D}{2}=a$ and the result is " 0 ".
If $\mathcal{P}_{1}=\mathcal{D}$ then $|\mathcal{S} \cap \mathcal{D}|=a-1+w>\frac{D}{2}=a+\frac{w}{k}$, because $\left|\mathcal{P}_{1} \backslash \mathcal{P}\right|=w \geq 2$ by assumption and $k>2$. Thus the result is " 1 ".
(b) $s=k-1$ :

It is enough to have a test set $\mathcal{S}$ which includes exactly $a$ elements of $\mathcal{P}$ and the remaining $w$ elements of $\mathcal{P}_{1} \backslash \mathcal{P}$. If the result of this test is " 1 " we continue with $\mathbb{F}_{1}=\mathbb{F}_{0} \backslash\{\mathcal{P}\}$, otherwise we continue with $\mathbb{F}_{1}=\mathbb{F}_{0} \backslash\left\{\mathcal{P}_{1}\right\}$. Now we have to show that we will not remove $\mathcal{D}$.
If $\mathcal{P}=\mathcal{D}$ then $|\mathcal{S} \cap \mathcal{D}|=a<\frac{D}{2}=a+\frac{k-1}{k}$ and the result is " 0 ".
If $\mathcal{P}_{1}=\mathcal{D}$ then $|\mathcal{S} \cap \mathcal{D}|=a+w>\frac{\mathbb{B}}{2}=a+\frac{w+k-1}{k}$, because $\left|\mathcal{P}_{1} \backslash \mathcal{P}\right|=w \geq 2$ by assumption and the result is " 1 ".
2. Let $\mathcal{P} \not \subset \mathcal{P}_{1},\left|\mathcal{P} \backslash \mathcal{P}_{1}\right|=1$, and $s=0$.

It is enough to have a test set $\mathcal{S}$ which includes exactly $a-1$ elements of $\mathcal{P} \cap \mathcal{P}_{1}$ and the remaining $w$ elements of $\mathcal{P}_{1} \backslash \mathcal{P}$. If the result of this
test is " 1 " we continue with $\mathbb{F}_{1}=\mathbb{F}_{0} \backslash\{\mathcal{P}\}$, otherwise we continue with $\mathbb{F}_{1}=\mathbb{F}_{0} \backslash\left\{\mathcal{P}_{1}\right\}$. Now we have to show that we will not remove $\mathcal{D}$.
If $\mathcal{P}=\mathcal{D}$ then $|\mathcal{S} \cap \mathcal{D}|=a-1<\frac{D}{k}=a$ and the result is " 0 ".
If $\mathcal{P}_{1}=\mathcal{D}$ then $|\mathcal{S} \cap \mathcal{D}|=a-1+w>\frac{D}{2}=a+\frac{w-1}{k}$, because $\left|\mathcal{P}_{1} \backslash \mathcal{P}\right|=$ $w \geq 2$ by assumption and the result is " 1 ".
3. Let $\mathcal{P} \not \subset \mathcal{P}_{1},\left|\mathcal{P} \backslash \mathcal{P}_{1}\right|>1$, and $s \neq 0$.
(a) $\left|\mathcal{P} \cap \mathcal{P}_{1}\right|=l \geq a$.

It is enough to have a test set $\mathcal{S}$ which includes exactly $a$ elements of $\mathcal{P} \cap \mathcal{P}_{1}$, no other elements of $\mathcal{P}$ and the remaining $w$ elements of $\mathcal{P}_{1} \backslash \mathcal{P}$. If the result of this test is " 1 " we continue with $\mathbb{F}_{1}=$ $\mathbb{F}_{0} \backslash\{\mathcal{P}\}$, otherwise we continue with $\mathbb{F}_{1}=\mathbb{F}_{0} \backslash\left\{\mathcal{P}_{1}\right\}$. Now we have to show that we will not remove $\mathcal{D}$.
If $\mathcal{P}=\mathcal{D}$ then $|\mathcal{S} \cap \mathcal{D}|=a<\frac{D}{k}=a+\frac{s}{k}$ and the result is " 0 ".
If $\mathcal{P}_{1}=\mathcal{D}$ then $|\mathcal{S} \cap \mathcal{D}|=a+w>\frac{D}{2}=a+\frac{w-\left|\mathcal{P} \backslash \mathcal{P}_{1}\right|+s}{w}$, because $\left|\mathcal{P} \backslash \mathcal{P}_{1}\right| \geq 2$ and $s \leq k-1$ by assumption and the result is " 1 ".
(b) $\left|\mathcal{P} \cap \mathcal{P}_{1}\right|=l<a$.

It is enough to have a test set $\mathcal{S}$ which includes all elements of $\mathcal{P} \cap \mathcal{P}_{1}, a-\left|\mathcal{P} \cap \mathcal{P}_{1}\right|$ elements of $\mathcal{P}$, and the remaining $w$ elements of $\mathcal{P}_{1} \backslash \mathcal{P}$. If the result of this test is " 1 " we continue with $\mathbb{F}_{1}=$ $\mathbb{F}_{0} \backslash\{\mathcal{P}\}$, otherwise we continue with $\mathbb{F}_{1}=\mathbb{F}_{0} \backslash\left\{\mathcal{P}_{1}\right\}$. Now we have to show that we will not remove $\mathcal{D}$.
If $\mathcal{P}=\mathcal{D}$ then $|\mathcal{S} \cap \mathcal{D}|=a<\frac{D}{k}=a+\frac{s}{k}$ and the result is " 0 ". If $\mathcal{P}_{1}=\mathcal{D}$ then $|\mathcal{S} \cap \mathcal{D}|=D>\frac{D}{2}=\frac{D}{2}$ and the result is " 1 ".
If the sets fulfill (32) and (33) it is not possible to distinguish them, because it is possible to get the same test results if $\mathcal{P}=\mathcal{D}$ or if $\mathcal{P}_{1}=\mathcal{D}$.

The proof of Theorem 7 shows that every $\left(\left\lfloor\frac{D^{\prime}}{k}\right\rfloor+1, D^{\prime}-\left\lceil\frac{D^{\prime}}{k}\right\rceil+1\right)$ coverfree code gives a strategy and thus the following

Theorem 8. Let $f(D)=\frac{D}{k}$ and $D$ be bounded by $D^{\prime}$, which is known, then a $\left(\left\lfloor\frac{D^{\prime}}{k}\right\rfloor+1, D^{\prime}-\left\lceil\frac{D^{\prime}}{k}\right\rceil+1\right)$ cover-free code is a nonadaptive strategy for majority group testing.
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