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1 Introduction

Let X be a smooth projective connected variety over field k of characteristic zero, and K = k(X) be
its function field. It is known (see e.g. [6]) that there is a natural inclusion of BrX in Br(K) and this
inclusion identifies BrX with unramified Brauer group Brnr(K|k). Below we shall write Br X instead
of Brnr(K|k) keeping in mind this identification.

The group Br X is of great importance for many problems. It is enough to mention the problems
of rationality of varieties, the problem of Brauer-Manin obstructions to various Hasse principles and,
finally, the classical problem of the description of finite-dimensional division algebras over function fields.
(see [6],[10], [11].)

In this paper we are interested in the problem of description of Br X for a smooth geometrically
connected projective curves over local fields, more precisely, for finite extensions k of Qp. The classical
class field theory gives us a complete description of Brauer group Br(k) of k (and also of finite dimensional
central division algebras over k). But if k(X) is a function field of smooth geometrically connected
projective variety over k, the situation is much more complicated. In spite of many results obtained in
connection with the developing of multidimensional class field theory ([8],[9]), unfortunately, we do not
have a complete description as in the classical situation even in case of curves X (a ”complete” description
means here a presentation of each element of Br(k(X)) by the corresponding central division algebra over
k(X), in other words, it means a description of all central division algebras over k(X)). Traditions of
local-to-global principle prescribe us before the investigation of a global situation to describe all local
ones. In case of curves X over k this requires to investigate the groups Br(kv(Xv)) for all v, where kv is
a completion of k at absolute value v on k and Xv = X ×k kv. By Tsen’s theorem Br(kv(Xv)) is trivial
in case of complex v and its structure is well-known for real v according to results in [1], [2], [3] and [7].

Thus, in this situation the case of non-Archimedean v is the main unknown one. In the following, by
a local field we shall understand a finite extension of the field of p-adic numbers Qp. Let now X be a
smooth geometrically connected projective curve over a local field k. Then it follows from [4] that there
exists the exact sequence

0 −� BrX −� Br(k(X))
�

−�
P � X

� (GP )
�

−� � (G) −� 0.

Here G denotes the Galois group of the separable closure of k, GP = Gal((kP )s|kP ), kP is the residue
field at P � X and � (GP ), � (G) are the groups of continuous characters of GP and G respectively
(for definitions of � and � see [4]). In view of this sequence the group Im � is known, so the group
BrX is of main interest for the description of Br(k(X)). The structure of BrX is well-known in case
of curves of genus zero, but even in case of elliptic curves the complete structure of BrX is unknown.
More generally, one can consider a smooth connected projective model X of an �
	���
 curve defined by
the equation y2 = f(x), where f(x) is a polynomial with co 
�	�����
�� ts in k without multiple roots and one
can ask for the structure of BrX. One of the aims of our paper is to answer some questions related to
this. Since BrX is an abelian periodic group, the main problem of its description is to find the m-torsion
part of it as an abstract abelian group for any m. Among the groups mBr X the group 2BrX is of
particular importance, because its elements are represented by central division algebras with involutions,
and this group is, according to the result of Merkurjev [12], related to the theory of quadratic forms by
the isomorphism 2Br(k(x)) �= I2/I3, where I is the fundamental ideal of Witt ring of k(X). Another
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important problem is to find an explicit presentation of all elements of mBr X (or at least to find such
presentation for generators of mBrX) by central division algebras.

Of course, solutions of these two problems strongly depend on the curve X. Both problems have
trivial solutions in case of curves of genus zero. For genus one curves one has more complicated situation.
If X is an elliptic curves both these problems were solved completely in [13] for non-dyadic fields k. There
are also a few preliminary results in case of dyadic fields and in case of principal homogeneous spaces
which will be published elsewhere. For hyperelliptic curves only the case of non-dyadic local curves with
good reduction is considered (see [14]).

Our main object of consideration is the group 2BrX for X being a smooth projective model of
the �
	���
 curve defined by the equation y2 = f(x), where f(x) is a polynomial of the fifth degree with
co 
�	�����
�� ts in k without multiple roots. The presentation of generators of 2BrX by quaternion algebras
depends on the irreducible factors of f(x) over k. We will consider all possible decomposition cases of
f(x) step by step. The main result is the complete list of quaternion algebras representing generators of
the group 2Br X.

2 Splitting type (1,1,1,1,1).

Preliminary results. Let k be a local field of characteristic 0 with residue field k̄. Let ��� k denote a
prime element, and let Ok, O �k, � Ok be its valuation ring, the group of units and the maximal ideal of the
valuation ring. For u � O �k let ū denote its class modulo � Ok. We will consider also a hyperelliptic curve
C defined over k by the equation y2 = f(x), where f(x) � Ok[x] is a monic polynomial without multiple
roots and deg f = 5. Let us assume also that f(x) =

m
i=1 fi(x), fi(x) � Ok[x] are monic irreducible

polynomials. In what follows let � be a fixed unit of k which is not a square in k, ḡ(x) will denote the
reduction of a polynomial g(x) � Ok[x]. For a, b � k � we write a � b if a and b belong to the same class
modulo (k � )2.

In our further considerations we will need the following lemmas.

Lemma 1
| 2Br C| = 2m,

particularly, in this section
| 2BrC| = 32.

For the proof see theorem 1 and §4 in [14].

Lemma 2 Let g(x) � k[x] be a monic divisor of f(x), g(x) �� k and let either n be odd or deg g(x) be
even. Then for any a � k � the quaternion algebra

a , g(x)

k(C)

is unramified and not isomorphic to the scalar algebra

� , �
k(C)

.

The proof is similar to the proof of lemma 7 in [14].

Lemma 3 Let g(x) � Ok[x] be a monic divisor of f(x). If ḡ �� k̄[x]2 and f(x)/g(x) �� k̄[x]2, then the
quaternion algebra

� , g(x)
k(C)

is non-trivial.

For the proof see [14], proposition 4.
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Lemma 4 Let g(x) � Ok[x] be a monic divisor of f(x). If the quaternion algebra

Ā =
¯� , ḡ(x)

k̄(x, f̄ (x))

is non-trivial one, then the algebra

A =
� , g(x)
k(C)

is also non-trivial.

Proof. If A � 1, then k(x)( f(x)) is a splitting field for the algebra

A0 =
� , g(x)
k(x)

,

therefore this field is isomorphic to a maximal subfield of A0. Then

f = � 21 � + � 22g − � 23 ��� , � i � k(x).
If � i = pi/qi, pi � k[x], qi � k[x] let si = cont� pi − cont � qi. We have

f = � 2s1
p�12

q �12 � + � 2s2
p�22

q �22 g − � 2s3
p�32

q �32 ��� ,

where p�i and q �i are primitive polynomials. If h is the greatest common divisor of q1, q2, q3 and h is
primitive polynomial, then

h2f = � 2s1µ2
1 � + � 2s2µ2

2g − � 2s3µ2
3 ��� ( � )

and all the polynomials µi, h are primitive. In particular, µi, h � Ok[x]. By comparing the � -contents of
both sides of the previous equality we obtain that all si cannot be positive. If all of them are equal to 0,
then we have

f̄ = ¯� 21¯� + ¯� 22ḡ − ¯� 23¯� ḡ
and Ā � 1. If si0 = min1 � i � 3{si} < 0, then after comparing the � -contents of both sides of (*) we
obtain that there exists j0 �= i0 such that si0 = sj0 . If s1 = s2 < s3, then after taking the reduction
µ̄2

1¯� + µ̄2
2ḡ = 0. If s1 = s3 < s2, then µ̄2

1¯� − µ̄2
3¯� ḡ = 0. If s2 = s3 < s1, then µ̄2

2ḡ − µ̄2
3¯� ḡ = 0. Finally,

let s1 = s2 = s3, so µ̄2
1¯� + µ̄2

2ḡ − µ̄2
3¯� ḡ = 0. In all these cases we have that there exists  !� Ā such that

Nrd(  ) = 0 and this is a contradiction with Ā �� 1.

Lemma 5 Let V be a variety defined over a finite field Fq. Then for any integral positive number N
there exists an integral positive n0 such that for any n > n0 the subset V (Fqn ) of all Fqn -rational points
of V consists of more then N elements.

Proof is straightforward in view of the Lang-Weil theorem.

Lemma 6 Let K be an algebraically closed field and f(x), g(x) � K[x]. Then the system

y2 = f(x)
z2 = g(x)

defines a variety V in P
3(K) if and only if f(x) �� K[x]2, g(x) �� K[x]2 and f(x)g(x) �� K[x]2.

Proof. It is "$#�	�����
�� t to prove that the K-algebra K[V ] = K[x, y, z]/(y2 − f(x), z2 − g(x)) has no zero
divisors. Let us consider the 4-dimensional commutative algebra A over the field K(x) with the basis
1, i, j, k and with the multiplication rule i2 = f, j2 = g, ij = ji = k. The associativity of the multiplication
of the basis elements is evident. Let us consider the map

� : K[V ] −� A, � ([p(x, y, z)]) = p(x, i, j), p � K[x, y, z].
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Because of � ((y2 − f(x), z2 − g(x))) = 0, � is correctly defined. Furthermore, � is a ring homomorphism.
Let us show that � is an embedding. Indeed, let p � K[x, y, z]. We have p(x, y, z) = p0(x) + p1(x)y +
p2(x)z + p3(x)yz + q(x, y, z)(y2 − f(x)) + r(x, y, z)(z2 − g(x)). Then � ([p]) = p0 + p1i + p2j + p3k. If
� ([p]) = 0, then p0 = p1 = p2 = p3 = 0 and p � (y2 − f(x), z2 − g(x)), so [p] = 0. Since K[V ] � A
it is enough to prove that A has no zero divisors. Let I = {a � A, ab = 0 for some b � A, b �= 0} and
a � I, a �= 0. If a = a0 + a1i + a2j + a3k, then

a( � + % k) = ( �'& 0 + % a3fg) + ( �'& 1 + % a2g)i + ( �(& 2 + % a1f)j + ( �'& 3 + % a0)k � I.
ai = a1f + a0i + a3fj + a2k � I.
aj = a2g + a3gi+ a0j + a1k � I.

ak = a3fg + a2gi + a1fj + a0k � I.
Since a �= 0, then we have that among of al there exists a non-zero co 
)	�����
�� t. Then after replacement of a
by ai, aj, or ak if it is necessary we can assume that a0 �= 0. If a3 �= 0 let us replace a by a� = a( � + % k),
where % = − �'& 3/a0. After the replacement we have a� 3 = 0. If a� 0 = 0, then a2

0 = a2
3fg. Hence

fg � K[x]2 and we have a contradiction. Thus a� 0 �= 0 and one can assume from the very beginning
that a = 1 + a1i + a2j. If ab = 0, b � I, then in view of the previous arguments we can suppose that
b = 1 + x1i + x2j. Therefore,

(1 + a1i + a2j)(1 + x1i+ x2j) = (1 + a1x1f + a2x2g) + (a1 + x1)i + (a2 + x2)j + (a2x1 + a1x2)k = 0,

so
x1 = −a1,
x2 = −a2,
a1a2 = 0,
a2
1f + a2

2g = 1.

If a1 = 0, then g � K[x]2 and if a2 = 0, then f � K[x]2. The lemma is proved.

The reduction theorem. From now on we will assume that f(x) � k[x] completely splits over k. Let
k(C) be the function field of C. If f is of odd degree, we may assume without loss of generality that
f(x) � Ok[x] and f(x) is monic. We also may assume that f(x) = x(x − �(* u)g(x), where 0 +,�-+ 1,
u � O �k, and g(x) � Ok[x].

Proof: By a linear transformation we obtain that f(x) is divisible by x, hence

f(x) = x(x− � lu)
n−2

i=1

(x− � kiui),

where 0 + l + k1 + kn and u, u1, . . . , un � O �k. Let l = 2m+ � with �!� {0, 1} and x = � 2mx� . Then

y2 = � 10mx� (x� − � * u)
n−2

i=1

(x� − � ki−2mui),

and the transformation y = y ��� 5m will lead us to the equation of the desired type.
Let now f be of degree 5. The aim of this section is to prove that by means of some special transfor-

mation of variables we may restrict our consideration to some special forms of f(x). More precisely, we
prove the

Theorem 1 Let f(x) be as above, such that, in addition f̄(x) has multiple roots over k̄ (bad reduction).
Then f(x) can be transformed by an appropriate transformation x .� x+m, where m ��� Ok into one of
the following forms.

I. f(x) = x(x− � u)(x− � k1u1)(x − � k2u2)(x− � k3u3),

where u, ui � O �k, 1 + k1 + k2 + k3. If ki = 1, then ūi �= ū.

If ki = kj, i �= j, then ūi �= ūj.
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I � � . f(x) = x(x− � u)(x− � k1u1)(x− � k1(u1 + � sv))(x − � k3u3),

where 1 < k1 < k3, u, v, u1, u3 � O �k and s > 0.

I � �/� . f(x) = x(x− � u)(x− � (u+ � sv))(x − � k2u2)(x − � k3u3),

where 1 + k2 + k3, 1 < k3, u, v, u2, u3 � O �k.
If k2 = 1, then ū �= ū2, if k2 = k3, then ū2 �= ū3, and s > 0.

II. f(x) = x(x− � k1u1)(x− � k2u2)(x − � k3u3)(x+ e),

where 1 + k1 + k2 + k3, ui, e � O �k, and if ki = kj, i �= j, then ūi �= ūj.

II � . f(x) = x(x− � k1u1)(x− � k1(u1 + � sv))(x − � k3u3)(x+ e),

where 1 + k1 < k3, ui, v � O �k, s > 0.

III. f(x) = x(x− � k1u1)(x− � k2u2)(x+ e)(x+ e− � lv),
where 1 + k1 + k2, ui, e � O �k, l > 0, and if k1 = k2, then ū1 �= ū2.

IV. f(x) = x(x− � k1u1)(x− � k2u2)(x + e1)(x+ e2),

where 1 + k1 + k2, ui, ei � O �k, ē1 �= ē2, and if k1 = k2, then ū1 �= ū2.

V. f(x) = x(x− � k1v1)(x+ u)(x+ u− � k2v2)(x+ e),

where k1, k2 0 1, u, e, vi � O �k, ū �= ē.

V I. f(x) = x(x− � ku)(x+ e1)(x+ e2)(x + e3),

where k 0 1, u, ei � O �k, ēi �= ēj if i �= j.

The proof of the theorem is based on the following lemmas.

Lemma 7 Let f̄ (x) = x5. Then by an appropriate transformation x .� x + n, n �1� Ok the polynomial
f(x) can be transformed to one of the forms I, I � � , I � �/� .
Proof. Assume that f(x) cannot be transformed to the form I. Then by an appropriate transformation
it can be transformed to a polynomial of the form

x(x− � u)(x − � k1u1)(x− � k2u2)(x− � k3u3) ( �
� )
where u, ui � O �k, 0 < k1 + k2 + k3 > 1, all elements ūi such that ki = k3 are pairwise unequal and in
case k1 = k2 = 1 ū1 �= ū2. Indeed, by above considerations

f(x) = x(x− � v)(x − � k1v1)(x − � k2v2)(x− � k3v3),

where v, vi � O �k and 0 < k1 + k2 + k3. If k3 = 1, then the change of variables x .� x+ � v3 transforms
f(x) to the polynomial

x(x− � (v − v3))(x − � (v1 − v3))(x− � (v2 − v3))(x − � (−v3)).

By assumption this polynomial is not of the form I, so at least one of the elements v − v3, v1 − v3, v2 − v3
is zero and this means that for the transformed polynomial after renumeration the exponent k3 is greater
than 1. Thus we may assume from the beginning that k3 > 1.

Let now k2 = k3. Then the transformation x .� x+ � k3v3 leads us to the polynomial

x(x− � (v − � k3−1v3))(x− � k1(v1 − � k3−k1v3))(x− � k3(−v3))(x− � k3(v2 − v3)).

If k1 �= k3, then this polynomial is of the form ( �2� ). If k1 = k3, then we have the polynomial

x(x− � (v − � k3−1v3))(x − � k3(v1 − v3))(x− � k3 (−v3))(x− � k3(v2 − v3)).

If v̄1 − v̄3 �= v̄2 − v̄3, then this polynomial is also of the form ( �
� ). If v̄1 − v̄3 = v̄2 − v̄3 = 0 then we
have either the above case k1 �= k2 = k3 or case k1 < k2 < k3 and in the last case our polynomial is
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again of the form ( �2� ). Thus v̄1 − v̄3 = v̄2 − v̄3 �= 0. In this case it is enough to use the transformation
x .� x+ � k3 (v1 − v3). Hence in all possible cases f(x) can be transformed to a polynomial of the form
( �
� ). Thus we have: in case k1 = k2 = 1 f(x) can be transformed to

x(x− � u)(x− � (u+ � sv))(x − � u2)(x − � k3u3), (1)

s > 0, k3 > 1, u, ui, v � O �k, ū �= ū2.
In case k2 > 1, k1 = 1 f(x) can be transformed to

x(x− � u)(x− � (u+ � sv))(x − � k2u2)(x− � k3u3), (2)

(if k2 = k3, ū2 �= ū3, s > 0).
The remaining case is

x(x− � u)(x− � k1u1)(x− � k1(u1 + � sv))(x − � k3u3), (3)

where 1 < k1 < k3, s > 0. Combining together cases 1 and 2 we will obtain case of the form I ��/� and
case 3 is the case of the form I � � .
Lemma 8 f̄ (x) = x4(x+ ē), where ē �= 0. Then by an appropriate transformation x .� x+m, m �3� Ok
f(x) can be transformed to one of forms II, II � .
Proof. Let

f(x) = x(x− � k1u1)(x− � k2u2)(x− � k3u3)(x+ e),

where ui, e � O �k and 0 < k1 + k2 + k3.
Firstly, let k3 = 1 and all ūi be pairwise unequal. Then f(x) is of the form II. Otherwise there exist

i �= j such that ui �= uj but ūi = ūj. Then the transformation x .� x + � ui leads us to the case where
k3 > 1. Let now k3 > 1. Then there are the following possibilities for k1, k2, k3.

(i) k1 = k2 = 1,

(ii) 1 = k1 < k2,

(iii) 1 < k1 = k2 = k3,

(iv) 1 < k1 < k2,

(v) 1 < k1 = k2 < k3.

Let us consider all possibilities step by step.
In case i) if ū1 �= ū2, then f(x) is of the form II. Otherwise after the transformation x .� x+ � u1 we

will have a polynomial of the form II � .
In case ii) if k2 = k3 and ū2 = ū3, then the transformation x .� x + � k3u3 leads us to a polynomial

of the form II. In case ii) if k2 �= k3 or k2 = k3 but ū2 �= ū3, then f(x) is of the form II.
In case iii) if ui (i = 1, 2, 3) are pairwise unequal, then f(x) is of the form II. Otherwise, without loss

of generality let us suppose ū1 = ū3. Then the transformation x .� x+ � k3u3 leads us to the polynomial

x(x− � k3 (−u3))(x − � k3(u1 − u3))(x− � k3(u2 − u3))(x+ e + � k3u3).

This polynomial either is of the form II or can be transformed to one of cases iv), v).
In case iv) if either k2 �= k3 or k2 = k3 but ū2 �= ū3 f(x) is of the form II. Otherwise, the

transformation x .� x+ � k3u3 leads us to case iv) where k2 �= k3.
In case v) it is clear that f(x) is either of the form II or II � .

Lemma 9 By means of an appropriate transformation x .� x + m, m �4� Ok f(x) can be transformed
to a polynomial of the form:
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III. x(x− � k1u1)(x− � k2u2)(x+ e)(x+ e− � lv),
where ui, e � O �k, l > 0, 1 + k1 + k2

and if k1 = k2, then ū1 �= ū2

(case f̄ (x) = x3(x+ ē)2, ē �= 0).

IV. x(x− � k1u1)(x− � k2u2)(x + e1)(x+ e2),

where ui, ei � O �k, ē1 �= ē2, 1 + k1 + k2 and if k1 = k2, then ū1 �= ū2

(case f̄ (x) = x3(x+ ē1)(x+ ē2), ēi �= 0, ē1 �= ē2).

V. x(x− � k1v1)(x+ u)(x+ u− � k2v2)(x+ e),

where u, e, vi � O �k, k1, k2 0 1, ū �= ē

(case f̄ (x) = x2(x+ ū)2(x + ē), ēū �= 0, ū �= ē).

V I. x(x− � ku)(x+ e1)(x+ e2)(x + e3),

where u, ei � O �k, ēi �= ēj if i �= j

(case f̄ (x) = x2(x+ ē1)(x+ ē2)(x+ ē3), ē1ē2ē3 �= 0, ēi �= ēj if i �= j).

Proof. Let f̄ (x) = x3(x + ē)2. If either k1 �= k2 or k1 = k2 but ū1 �= ū2, then f(x) is of the form III.
Otherwise the transformation x .� x + � k2u2 leads us to case k1 �= k2, so we have transformed f(x) to
the form III.

Let f̄ (x) = x3(x + ē1)(x + ē2). Then similarly to the previous case either f(x) is of the form III or
one may use the transformation x .� x+ � k2u2.

The two last splitting cases of f̄ (x) are obvious.
Now our theorem follows from lemmas 7–9 because all possible cases of splitting of f̄ (x) are considered.
It follows from the theorem that in the case of bad reduction of C given by equation y2 = f(x) to

describe quaternion generation of 2BrC we may restrict our attention to f(x) given by forms I–V I, I � � ,
I � �/� , II � . For the further considerations we will need the following list of subcases.

The cases of consideration.

I. f(x) = x(x− � u)(x− � k1u1)(x− � k2u2)(x − � k3u3),

where u, ui � O �k, 1 + k1 + k2 + k3. If ki = 1, then ūi �= ū.

If ki = kj, i �= j, then ūi �= ūj.

I1. k1 5 k2(2).

I2. I2� . k1 �5 k2(2), k1 5 k3(2).

I2�6� . k1 �5 k2(2), k1 �5 k3(2), k2 �= k3, −uu1u2 � 1.

I3. k1 �5 k2(2), k1 �5 k3(2) and either k2 = k3 or −uu1u2 �� 1.

I � � . f(x) = x(x− � u)(x− � k1u1)(x− � k1(u1 + � sv))(x − � k3u3),

where u, v, ui � O �k, 1 < k1 < k3 and s > 0.

I � �/� . f(x) = x(x− � u)(x− � (u + � sv))(x − � k2u2)(x− � k3u3),

where u, v, ui � O �k, 1 + k2 + k3, 1 < k3 and s > 0.

If k2 = 1, then ū �= ū2, and if k2 = k3, then ū2 �= ū3.

I � �/� 1. k2 5 1(2).

I � �/� 2. k2 5 0(2) and either k3 5 1(2) or (k3 5 0(2) but k2 �= k3 and −u2 � 1).

I � �/� 3. k2 5 k3 5 0(2) and either k2 = k3 or −u2 �� 1.

II. f(x) = x(x− � k1u1)(x− � k2u2)(x− � k3u3)(x + e),

where ui, e � O �k, 1 + k1 + k2 + k3, if ki = kj, i �= j, then ūi �= ūj.
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II1. e � 1.

II1, 1. k1 �5 k2(2).

II1, 2. Either k1 5 k2(2), k1 �5 k3(2) or k1 5 k2 5 k3(2) but k2 �= k3 and u1u2 � 1.

II1, 3. k1 5 k2 5 k3(2) and either k2 = k3 or u1u2 �� 1.

II2. e �� 1.

II2, 1. k1 �5 k2(2).

II2, 2. k1 5 k2(2), k1 �5 k3(2) or k1 5 k2 5 k3(2) but k2 �= k3 and u1u2 �� 1.

II2, 3. k1 5 k2 5 k3(2) and either k2 = k3 or u1u2 � 1.

II � . f(x) = x(x− � k1u1)(x− � k1(u1 + � sv))(x − � k3u3)(x+ e),

where ui, e, v � O �k, 1 + k1 < k3, s > 0.

II � 1. e � 1.

II � 2, 1. e �� 1, k1 �5 k3(2).

II � 2, 2. e �� 1, k1 5 k3(2).

III. f(x) = x(x− � k1u1)(x − � k2u2)(x+ e)(x + e − � lv),
where ui, e, v � O �k, 1 + k1 + k2, l > 0 and if k1 = k2, then ū1 �= ū2.

III1. −e �� 1, k1 �5 0(2).

III2. −e � 1, k1 �5 0(2).

III3. −e �� 1 and either (k1 5 0(2), k2 �5 0(2)) or

(k1 5 k2 5 0(2) and k1 < k2, −u1 � 1).

III4. −e � 1 and either (k1 5 0(2), k2 �5 0(2)) or

(k1 5 k2 5 0(2) and k1 < k2, −u1 � 1).

III5. −e �� 1, k1 5 k2 5 0(2) and either k1 = k2 or −u1 �� 1.

III6. −e � 1, k1 5 k2 5 0(2) and either k1 = k2 or −u1 �� 1.

IV . f(x) = x(x− � k1u1)(x− � k2u2)(x+ e1)(x+ e2),

where ui, ei � O �k, ē1 �= ē2, 1 + k1 + k2, and if k1 = k2, then ū1 �= ū2.

IV 1. k1 5 k2 5 0(2) and either k1 = k2 or −e1e2u1 �� 1.

IV 2. The other cases.

V . f(x) = x(x− � k1u1)(x + u)(x+ u− � k2u2)(x+ e),

where u, e, vi � O �k, ū �= ē, k1, k2 > 0.

V 1. e �� 1, e − u �� 1.

V 2. e �� 1, e − u � 1.

V 3. e � 1, e − u �� 1.

V 4. e � 1, e − u � 1.

V I. f(x) = x(x− � ku)(x+ e1)(x + e2)(x+ e3),

where u, ei � O �k, ēi �= ēj if i �= j.

V I1. e1e2e3 �� 1.

V I2. e1e2e3 � 1.
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Presentation by quaternion algebras.

Theorem 2 Let C be given by the equation y2 = f(x), where f(x) is of form I. Then the class of (� , � )
and the classes of the following quaternion algebras generate 2Br C.

I1. {( �'7 li)}, where li is a monic linear divisor of f(x).

I2. ( �'7 x), ( �'7 x− � u), ( �(7 x− � k1u1), (� , x).
I3. ( �'7 x), ( �'7 x− � u), (� , x− � k3u3), (� , x).
Proof. By lemma 1 the order of 2BrC is 32, so to prove the theorem it is enough to prove that in each
case I1, I2, I3 the classes of the corresponding algebras generate the subgroup H of 2BrC of order 16
such that [(� , � )] �� H.

Observe firstly that in order to prove that some algebra is non-trivial it is enough to prove that some
of its completions is non-trivial. We have

( �'7 x)x−� u � ( �'7$� u) �� 1,

( �'7 x− � kiui)x− � u � ( �'78� u− � kiui) � ( �'7$� ) �� 1 (i = 1, 2, 3),

( �'7 x− � u)x � ( �'78� u) �� 1.

Let now {i, j, t,m, n} = {1, 2, 3, 4,5}. Then ( �'7 lilj ltlmln) � 1, so that ( �'7 liljltlm) � ( �'7 ln) �� 1 and
( �'7 liljlt) � ( �'7 lmln). It follows from the above consideration that to prove that the order of the group
H is 16 it is enough to prove that all the algebras ( �'7 lilj) are non-trivial. If li = x− � u, then

( �'7 (x− � u)lj)x−� u � ( �'7 ltlmln)x−� u � ( �'78� 3) �� 1.

Let us consider the remaining cases, where li, lj �= x− � u.
( �(7 x(x− � k1u1))x− � k1u1 � ( �'7 (x− � u)(x− � k2u2)(x − � k3u3))x− � k1u1 � ( �'7$� 2k1+1) �� 1.

( �'7 x(x− � k3u3))x−� k3u3 � ( �'78� k1+k2+1) � ( �'78� ) �� 1.

( �'7 (x− � k1u1)(x− � k2u2))x−� k1u1 � ( �'78� k1u1(� k1u1 − � u)(� k1u1 − � k3u3)) � ( �'78� ) �� 1.

( �'7 (x− � k1u1)(x− � k3u3))x−� k1u1 � ( �'78� k1u1(� k1u1 − � u)(� k1u1 − � k2u2)) � ( �'78� ) �� 1.

( �'7 x(x− � k2u2))x−� k2u2 � ( �'78� k1+k2+1) � ( �'78� ) �� 1.

( �'7 (x− � k2u2)(x− � k3u3))x−� k2u2 � ( �'78� k2u2(� k2u2 − � u)(� k2u2 − � k1u1)) � ( �'78� ) �� 1.

To finish the consideration of case I1 one needs to observe that by the lemma 2 all the algebras from the
list in case I1 are unramified and non-isomorphic to (� , � ).

In case I2 let H be the subgroup of 2BrC generated by the classes of algebras ( �(7 x), ( �'7 x −
� u), ( �'7 x− � k1u1), (� , x). All these algebras are unramified over k(C). Let us prove that H is of order
16. Just by the same way as in the previous case one can prove that the algebras ( �'7 x− � u), ( �(7 x(x−
� k1u1)), ( �'7 x), ( �'7 x− � k1u1), ( �(7 x(x− � k1u1)), ( �'7 x(x− � u)), ( �'7 (x− � u)(x− � k1u1)) are non-trivial.
To prove that [( �(7 x)], [( �(7 x− � u)], [( �'7 x− � k1u1)] generate a group of order 8 one needs only to prove
that ( �'7 x(x− � u)(x− � k1u1)) � ( �'7 (x− � k2u2)(x− � k3u3)) �� 1.

In case I2� we have ( �'7 (x− � k2u2)(x− � k3u3))x− � k3u3 � ( �'7$� k1+k3+1) �� 1.
In case I2�6� k2+1 < k3 and ( �'7 (x− � k2u2)(x− � k3u3))x−� k2+1 � ( �'7 (� k2+1− � k2u2)(� k2+1− � k3u3)) �

( �'7$� ) �� 1 since f(� k2+1) � −� k1+k2+1uu1u2 � −uu1u2 � 1.
To prove that (� , x) �� 1 let us consider a curve (−1)k2 ¯� ūū1x

2 − ūū1ū2 = y2 defined over the residue
field k̄ of k. This curve has a smooth point (ã, b̃) such that ã, b̃ � k̄(ã), where k̄(ã) is an extension of k̄ of
some prime odd degree. Then for the unramified extension N over k with residue field k̄(ã) there is a lift
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(a, b) � N2 of (ã, b̃) to a point of a curve (−1)k2 �:9;9 1x
2 −uu1u2 = y2. Set w = (−1)k2 �'& 2 and  = � k2w.

It is easy to see that f(  ) � (−1)k2 ��9�9 1a
2 − uu1u2 � 1. Then it follows that

� , x
k(x, f(x))

x− <
� � ,  

N ( f(  )) = x−  ?> � � , (−1)k2w

N = x−  ?> � � , �
N = x−  ?> �� 1.

Hence (� , x) �� 1. Since the algebra

� , x
k( � )(x, f(x))

belongs again to case I2 (with constant field k( @ � ), then k( @ � )( f(x)) does not split the algebra (� , x)
but it splits all the algebras ( �(7 x), ( �'7 x− � u), ( �'7 x− � k1u1), so it follows that elements [( �'7 x)], [( �(7 x−
� u)], [( �'7 x− � k1u1)] and [(� , x)] generate a group H of order 16. In view of lemma 2 [(� , � )] �� H. This
finishes the consideration of case I2.

In case I3 one can prove similar to case I2 that [( �'7 x)], [( �'7 x− � u)] generate a group of order 4. As
to the non-triviality of (� , x) one can prove this just in the same way as in the previous case if k2 < k3.
If k2 = k3 consider the curve over k̄ defined by the equation

(−1)k2 ¯� ūū1 x2 − (−1)k2 ū2

¯� x2 − (−1)k2 ū3

¯� = y2.

Then there exists an extension k̄(ã)|k̄ of odd prime degree with a smooth point (ã, b̃) such that b̃ � k̄(ã).
Let (a, b) � N2 be a lifted point on the curve defined by the equation

(−1)k2 ��9;9 1 x2 − (−1)k2u2

� x2 − (−1)k2u3

� = y2,

where N |k is the unramified extension with residue field k̄(ã), w = (−1)k2 �'& 2. Set  = � k2w. Then
f(  ) � w(w − u2)(w − u3)uu1 � 1 and consequently

� , x
k(x, f(x))

x− <
� � ,  

N ( f(  )) = x−  ?> � � , �
N = x−  ?> �� 1.

Thus (� , x) �� 1.
Let N be an extension of k as above for a curve defined by the equation uu1((−1)k2 ��A 2 − u2) = y2.

Then such a curve has a point (a, b) over N . In case k2 < k3 for  = � k2 (−1)k2 �'& 2 we have f(  ) � 1 and

� , x− � k3u3

k(x, f(x))
x− <

� � ,  
N ( f(  )) = x −  ?> � � , �

N = x−  ?> �� 1.

In case k2 = k3 one need to consider instead of the latter curve, a curve defined by the equation

y2 = (−1)k2 ��9;9 1((−1)k2 ��A 2 − u2)((−1)k2 ��A 2 − u3)

and proceed by analogy as in case k2 < k3.
One can prove in a similar way that (� , x(x − � k3u3)) �� 1. If k2 < k3 consider a curve y2 =

� (x2 + u2/(uu1))(x
2 + (u2 − u3)/(uu1)) and in case k2 = k3 a curve y2 = ��A 2 − u3 and proceed by

analogy as in the previous cases.
To finish the consideration of case I3 let us prove that groups = [( �'7 x)], [( �'7 x − � u)] > and

= [(� , x)], [(� , x− � k3u3)] > have trivial intersection.
Since the extension of k by @ � leaves us either in case I2 or in case I3, the algebra (� , x) does not

split by k( @ � )(x, f(x)) and consequently [(� , x)] ��B= [( �(7 x)], [( �'7 x− � u)] > . The transformation x .�
x+ � k3u3 leaves us again either in case I2 or in case I3, so that [(� , x− � k3u3)] ��C= [( �'7 x)], [( �'7 x− � u)] > .
Let us consider the algebra (� , x(x − � k3u3)). If k2 = k3, then the extension of constants by @ � shows
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us that [(� , x(x − � k3u3))] ��D= [( �'7 x)], [( �'7 x − � u)] > . Let now k2 �= k3. Comparing completions of
(� , x(x− � k3u3)) and ( �'7 x− � u):

(� , x(x− � k3u3))x− � k2u2 � (� , � k2u2(� k2u2 − � k3u3)) � 1,

( �'7 x− � u)x−� k2u2 � ( �(7$� k2u2 − � u) � ( �'78� ) �� 1,

so one can see that (� , x(x − � k3u3)) and ( �(7 x − � u) are non-isomorphic. Comparing completions of
(� , x(x− � k3u3)) and ( �'7 x) in x− � u one can see that these algebras are also non-isomorphic. And finally
we have for i � {1, 2}, ki 5 0(2) that

( �'7 x(x− � u))x−� kiui � ( �'78� ki+1) �� 1 and (� , x(x− � k3u3))x− � kiui � (� , (� kiui)
2) � 1.

Hence ( �(7 x(x− � u)) �� (� , x(x− � k3u3)). This completes the proof.
In cases I �� and I � �/� we have

Theorem 3 Let C be given by the equation y2 = f(x), where f(x) is of form I � . Then the class of (� , � )
and the classes of the following quaternion algebras generate 2Br C.

I � � . {( �'7 li)}, where li is a monic linear divisor of f .

I � �/� 1. {( �'7 li)}, where li is a monic linear divisor of f .

I � �/� 2. ( �'7 x), ( �'7 x− � u), ( �'7 x− � u� ), (� , x), u� = u+ � sv.
I � �/� 3. ( �'7 x), ( �'7 x− � u), (� , x− � k3u3), (� , x).
Proof. Similarly to case I one can prove that ( �'7 li) �� 1 for a monic linear divisor li of f(x). In case I � �
if li = x− � u and i �= j we have similarly to case I ( �'7 lilj) �� 1. Furthermore,

( �'7 x(x− � k1u1))x � ( �(7$� k1+k3+1), ( �'7 x(x− � k1u1))x− � k3u3 � ( �'7$� k1+k3 ).

One of the algebras ( �(7$� k1+k3 ) and ( �'7$� k1+k3+1) is non-trivial, therefore ( �'7 x(x− � k1u1)) �� 1. Similarly
one can prove that ( �'7 x(x− � k1(u1 + � sv))) �� 1. We have also

( �'7 x(x− � k3u3))x � ( �'7$� 2k1+1) �� 1

and
( �'7 (x− � k1u1)(x− � k1u�1))x−� k1u1 � ( �'7 x(x− � u)(x− � k3u3))x−� k1u1

�� 1.

For the algebra ( �'7 (x− � k1u1)(x− � k3u3)) we have

( �(7 (x− � k1u1)(x − � k3u3))x−� k1u1 � ( �(7 x(x− � k1u�1)(x − � u))x− � k1u1 � ( �(7$� s+1),

( �(7 (x− � k1u1)(x − � k3u3))x−� k1u E1 � ( �(7$� 2k1+s) � ( �'7$� s).
One of the algebras ( �(7$� s), ( �(7$� s+1) is non-trivial, so that ( �(7 (x− � k1u1)(x − � k3u3)) �� 1.

In a similar way one proves that ( �'7 (x − � k1u�1)(x − � k3u3)) �� 1. Now by analogy to case I we
complete the proof.

Let us consider case I � �/� . We have

( �'7 (x− � u)(x− � u� ))x− � u � ( �'7 x(x− � k2u2)(x− � k3u3))x−� u � ( �'78� 3) �� 1.

We have also ( �'7 x(x− � u)) �� 1, since

( �'7 x(x− � u))x− � u � ( �'7$� s+1) and ( �'7 x(x− � u))x−� u E � ( �'7$� s).
Similarly ( �'7 x(x− � u� )) �� 1.

Consider now the algebra ( �'7 (x− � u)(x− � k2u2)). We have ( �'7 (x− � u)(x− � k2u2)) �� 1, since

( �'7 (x− � u)(x− � k2u2))x− � u � ( �'7$� s+1) and ( �'7 (x− � u)(x− � k2u2))x− � u E � ( �'78� s).

11



Similarly ( �'7 (x− � u� )(x− � k2u2)) �� 1.
Furthermore, ( �'7 (x− � u)(x − � k3u3)) �� 1, since

( �'7 (x− � u)(x− � k3u3))x− � u � ( �'7$� s+1) and ( �'7 (x− � u)(x− � k3u3))x− � u E � ( �'78� s).
Similarly ( �'7 (x− � u� )(x− � k3u3)) �� 1.

We have also ( �(7 x(x− � k2u2)) �� 1, since

( �'7 x(x− � k2u2))x−� k2u2 � ( �'7 (x− � u)(x− � u� )(x− � k3u3))x−� k2u2 � ( �'78� k2)

and k2 is odd.
Then

( �(7 x(x− � k3u3))x � ( �'7 (x− � u)(x− � u� )(x− � k2u2))x � ( �(7$� k2)

and k2 is odd.
Finally, ( �'7 (x− � k2u2)(x− � k3u3)) �� 1, since

( �(7 (x− � k2u2)(x− � k3u3))x−� k2u2 � ( �'7 x(x− � u)(x− � u� ))x−� k2u2 � ( �'7$� k2) �� 1.

It is clear from the above considerations that similarly to case I one can complete the proof in case I � �F� .
Let us consider the next case. We can conclude that the group = [( �'7 x)], [( �(7 x− � u)], [( �'7 x− � u� )] >

is of order 8 in case I � �F� 2 and = [( �'7 x)], [( �'7 x− � u)] > is of order 4 in case I � �/� 3. The non-triviality of the
algebra (� , x) in both cases can be established by considerations similar to the ones in the proof of the
theorem 2. As to the algebra (� , x− � k3u3) in case I � �/� 3 one can use the replacement x� = x− � k3u3 and
reduces this case to the case of the algebra (� , x). The non-triviality of the algebra (� , x(x− � k3u3)) in
case I � �/� 3 can be obtained by using arguments similar to the ones in case I. To complete the proof in
case I � �/� 2 let us observe that the extension of constants by @ � does not split (� , x) but splits any algebra
of the form ( �'7 g(x)).

To complete the proof of the theorem in case I � �F� 3 we need to prove that the groups = [( �'7 x)], [( �'7 x−
� u)] > and = [(� , x)], [(� , x− � k3u3)] > have a trivial intersection. But in case I ��/� 3, k2 = k3 the extension
of constants by @ � leaves us in case I � �/� 3 and this completes the proof in case k2 = k3. If we are
in case I � �/� 3, k2 �= k3 then the similar extension of constants leads us to case I � �/� 2 so that [(� , x)] ��
= [( �(7 x)], [( �'7 x− � u)] > . After the replacement x� = x − � k3u3 we are left again in the case I � �F� 3, then
[(� , x− � k3u3)] ��C= [( �'7 x)], [( �'7 x− � u)] > . The proof of the fact that [(� , x(x− � k3u3))] ��C= [( �'7 x)], [( �'7 x−
� u)] > is just the same as the corresponding part of the proof of the theorem 2. This completes the proof
of the theorem.

In case II we have

Theorem 4 Let C be given by the equation y2 = f(x), where f(x) is of form II. Then the class of (� , � )
and the classes of the following algebras generate 2BrC.

II1, 1. ( �'7 x), ( �(7 x− � k1u1), ( �(7 x− � k2u2), (� , x).
II1, 2. ( �'7 x), ( �(7 x− � k1u1), (� , x− � k1u1), (� , x).
II1, 3. ( �'7 x), (� , x− � k1u1), (� , x− � k2u2), (� , x).
II2, 1. ( �'7 x), ( �(7 x− � k3u3), (� , x+ e), (� , x).
II2, 2. ( �'7 x), (� , x− � k1u1), (� , x+ e), (� , x).
II2, 3. (� , x− � k1u1), (� , x− � k2u2), (� , x− � k3u3), (� , x).
Proof. Observe first of all that in case II ( �'7 x+ e) � 1 for any e � O �k and (� , x+ e) �� 1 if and only if
e � O �k \ (O �k)2. Indeed, one needs only to prove that for any irreducible polynomial p(x) � k[x] we have
( �'7 x+ e)p(x) � 1, and for any irreducible p(x) we have (� , x + e)p(x) � 1 if e � (O �k)2 but there exists
p(x) such that (� , x+ e)p(x) �� 1 if e �� (O �k)2.

Assume firstly that  is a root of p(x). Then

( �(7 x+ e)p(x) � ( �'7G + e) � ( �'7H (  − � k1u1)(  − � k2u2)(  − � k3u3))
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and if  I��I� Ok, then ( �'7 x+ e)p(x) � ( �(7H 4) � 1. Let  J��� Ok, then

( �'7 x+ e)p(x) � ( �'7G + e) � ( �'7 e) � 1.

Assume that e � (O �k)2, then similar arguments show that (� , x + e) � 1. In case e �� (O �k)2 we have
(� , x+ e)x � (� , e) �� 1.

Consider case II1. Let l0 = x, lj = x − � kjuj, j = 1, 2, 3. Since f̄ (x)/l̄j(x), l̄j(x) �� k̄[x]2, j =
0, 1, 2, 3, then by lemma 3 (� , lj) �� 1. Furthermore,

¯� , l̄i(x)
k̄(x)( f̄ (x))

=
¯� , x

k̄(x)( @ x+ ē)
.

Since in case II1 e � 1 we have

¯� , x
k̄(x)( @ x+ ē) x

� ¯� , x
k̄ = x > �� 1.

Hence
¯� , x

k̄(x)( @ x+ ē)
�� 1

and in view of lemma 4 ( �'7 li) �� 1, (i = 0, 1, 2, 3). Thus all the algebras listed in cases II1, 1, II1, 2, II1, 3
are non-trivial. Since ( �'7 x + e) � 1, then ( �'7 l0l1l2) � ( �'7 l3) �� 1 and hence in order to prove that
= [( �(7 l0)], [( �'7 l1)], [( �'7 l2)] > is a group of order 8 it is enough to prove that ( �(7 l0l1) �� 1, ( �'7 l0l2) ��
1, ( �'7 l1l2) �� 1. We have

( �'7 l0l1)x−� k2u2 � ( �(7$� k2 � k1) � ( �(7$� ) �� 1,

( �'7 l0l2)x−� k2u2 � ( �'7 l1l3)x− � k2u2 � ( �(7$� k1 � k2) �� 1, ( �(7 l1l2)x � ( �'78� k1 � k2) �� 1.

It is clear that the extension of constants by @ � leaves us in case II1 and this implies that [(� , x)] ��
= [( �(7 l0)], [( �'7 l1)], [( �'7 l2)] > , so that case II1, 1 is considered.

In case II1, 2 let us show firstly that ( �'7 x(x− � k1u1)) �� 1 and (� , x(x− � k1u1)) �� 1. If k2 �5 k3(2)
we have

( �'7 x(x− � k1u1))x � ( �'7 (x− � k2u2)(x− � k3u3))x � ( �(7$� k2+k3 ) �� 1.

If k2 5 k3(2), then
f(� k2+1) � � k2+1(−� k1u1)(−� k2u2)� k2+1 � u1u2 � 1

and this implies
( �'7 x(x− � k1u1))x− � k2+1 � ( �(7$� k1+k2+1) �� 1,

so that ( �'7 x(x− � k1u1)) �� 1.
To prove (� , x(x− � k1u1)) �� 1 let us find a polynomial p(x) such that (� , x(x − � k1u1))p �� 1. Let

p(x) be a minimal polynomial of element  = � k3w, where w is a unit from the algebraic closure of k.
Then

f(  ) � � k3w(−� k1u1)(−� k2u2)� k3(w − u3) � u1u2w(w − u3).

Assume now that k(w)|k is an unramified prime odd degree extension (or its degree is 1). Then

(� , x(x− � k1u1))p(x) � � , (−1)k1+k3+1u1w

k(w) = x−  ?> u1u2w(w − u3)
.

And if u1u2w(w − u3) � 1 and (−1)k1+k3+1u1w � � then (� , x(x− � k1u1))p(x) �� 1. To find such w let

us consider a curve over k̄ given by the equation y2 = ū1ū2x
2 + (−1)k1+k3 ū2ū3¯� .

There exists a finite odd degree extension of k̄, where our curve has a smooth point (ã, b̃) which can
be lifted to a point (a, b) on the curve y2 = u1u2x

2 + (−1)k1+k3u2u3 � . And we will be done if put w =
(−1)k1+k3+1u1 �'& 2. It follows immediately from the above considerations that = [( �'7 x)], [( �(7 x− � k1u1)] >
and = [(� , x)], [(� , x− � k1u1)] > are groups of order 4. Since the extension of constants by @ � leaves us
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in case II1, 2 these two groups have the trivial intersection and this completes the consideration of case
II1, 2.

In case II1, 3 in order to prove that = [(� , x)], [(� , x− � k1u1)] [(� , x − � k2u2)] > is a group of order 8
in view of (� , x(x − � k1u1)(x − � k2u2)) � (� , x− � k3u3) �� 1 it is enough to establish that the algebras
(� , x(x − � k1u1)), (� , x(x − � k2u2)), (� , (x − � k1u1)(x − � k2u2)) are non-trivial. If k2 < k3, then the
non-triviality of the first algebra can be checked similar to the previous case. Let now k2 = k3 and assume
that w is a unit from the algebraic closure of k with the above mentioned properties,  = � k3w, and p(x)
is the minimal polynomial of  . Then we have f(  ) � w(� k3−k1w − u1)(w − u2)(w − u3) and

(� , x(x− � k1u1))p(x) � � , w(w� k3−k1 − u1)

k(w) = x−  ?> ( w(� k3−k1w − u1)(w − u2)(w − u3))

and if
w(� k3−k1w − u1) � �

(w − u2)(w − u3) � �'7
then (� , x(x− � k1u1))p(x) �� 1.

Assume that k1 < k3, then one can take w = − ��9 1a
2, where (a, b) is a point on a curve y2 =

� (x2 + u2/( ��9 1))(x
2 + u3/( ��9 1)).

If k1 = k2 = k3, then we have a system

w(w − u1) � �
(w − u2)(w − u3) � �

The existence of w in this case can be established by inspection of points on the curve defined by the
following system in view of lemmas 5 and 6.

y2 = ¯�:A (x− ū1)
z2 = ¯� (x − ū2)(w − ū3).

If k2 �= k3, then the non-triviality of the algebra (� , x(x− � k2u2)) can be checked by analogy as in the
previous cases.

Let k2 = k3 and k1 < k2. If as above  = w� k3 , then we have f(  ) � � k3w(−� k1u1)� k3(w−u2)� k3(w−
u3) � −wu1(w − u2)(w − u3) and for minimal polynomial p(x) of  over k

(� , x(x− � k2u2))p(x) � � , w(w − u2)

k(w) = p > ( f(  )) .

The non-triviality of the algebra (� , x(x− � k2u2))p(x) will be follow from the existence of solution of the
system

w(w − u2) � �
−u1(w − u3) � �

and k(w)|k is of odd prime degree or its degree is 1. The existence of such w as usual can be deduced by
the inspection of points of the reduced curve.

Let us show that (� , (x− � k1u1)(x− � k2u2)) �� 1. If k2 �= k3, then

(� , (x− � k1u1)(x− � k2u2))x � (� , � k1+k2u1u2) � (� , u1u2) �� 1.

Let k2 = k3 and k1 < k3 (if k1 = k2, then one can prove everything as in one of the previous cases since
(� , (x− � k1u1)(x− � k2u2)) � (� , x(x− � k3u3))).

By analogy with the above considerations one can find a unit w such that k(w)|k is of odd prime
degree and such that

w(w − u3) � �
−u1(w − u2) � �'K

Then for the minimal polynomial p(x) of  = � k3w we have (� , (x− � k1u1)(x − � k2u2))p(x) �� 1, so that

(� , (x− � k1u1)(x− � k2u2)) is also non-trivial.
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Thus = [(� , x)], [(� , x− � k1u1)], [(� , x− � k2u2)] > is a group of order 8. Since the extension of constants
by @ � leaves us in case II1, 3, we conclude that [( �'7 x)] does not belong to this group and the proof of
case II1 is finished.

In case II2 the algebras (� , x), (� , x− � kiui), (� , x(x+ e)) and (� , (x+ e)(x− � kiui)) are non-trivial
by the lemma 3.

Let us consider case II2, 1. There exists i � {1, 2} such that ki is odd. Then we have

( �(7 x)x− � kiui
�� 1, ( �(7 x− � k3u3)x−� kiui

�� 1,

( �'7 x(x− � k3u3))x � ( �'7 (x+ e)(x− � k1u1)(x− � k3u3))x � (� , � k1+k2) �� 1,

so that = [( �'7 x)], [( �'7 x − � k3u3)] > is of order 4. From the above considerations it follows that
= [(� , x)], [(� , x+ e)] > is also of order 4. After the extension of constants to k( @ � ) we have case II1, 1, so
that

(� , x) L k( @ � )(x, f(x)) �� 1 and

(� , x(x+ e)) L k( @ � )(x, f(x)) � (� , x) L k( @ � )(x, f(x)) �� 1

and therefore [(� , x)], [(� , x(x + e))] ��M= [( �'7 x)], [( �'7 x − � k3u3)] > . To complete the inspection of case
II2, 1 we need only to prove that [(� , x+ e)] ��C= [( �'7 x)], [( �'7 x− � k3u3)] > .

Let kj is even, j � {1, 2}. Then

(� , x+ e)x− � kj uj � (� , e) �� 1, ( �'7 x)x−� kjuj � ( �'78� kjuj) � 1,

( �'7 x− � k3u3)x− � kj uj � 1, ( �'7 x(x− � k3u3))x− � kj uj � 1,

and case II2, 1 is considered.
In case II2, 1 in order to see that the group = [(� , x− � k1u1)], [(� , x+ e)], [(� , x)] > has order 8 it is

enough to prove that (� , x(x− � k1u1)(x+ e)) �� 1 and (� , x(x− � k1u1)) �� 1. This follows from the above
considerations. But the extension of constants by @ � leads us to case II1, 2 and we saw that in this case
(� , x+ e) � 1, (� , x(x− � k1u1)) �� 1 and therefore (� , x(x− � k1u1)(x+ e)) �� 1 over k(C).

Let us prove now that ( �(7 x) �� 1. If k2 �5 k3(2) and ki (i � {2, 3}) is odd, then ( �'7 x)x− � kiui �
( �'7$� ki) �� 1 therefore without loss of generality we can assume k1, k2, k3 to be even (k2 < k3). Then

f(� k2+1) � � k2+1(−� k1u1)(−� k2u2)� k2+1e � u1u2e � 1 and

( �'7 x)x−� k2+1 � � , � k2+1

k = x− � k2+1 > ( f(� k2+1))
� � , �

k = x− � k2+1 > �� 1.

To complete the consideration of case II2, 2 we need to prove that [( �'7 x)] ��B= [(� , x − � k1u1)], [(� , x+
e)], [(� , x)] > .

First of all ( �'7 x) �� (� , x) because the extension of constants by @ � leads us to case II1, 2, where
(� , x) �� 1. Furthermore, the same extension of constants shows that ( �'7 x) �� (� , x(x+ e)) since in case
II1, 2 we have (� , x+ e) � 1. By the same way we have

( �'7 x) �� (� , x− � k1u1), ( �'7 x) �� (� , (x− � k1u1)(x+ e)),

( �'7 x) �� (� , x(x− � k1u1)) and ( �(7 x) �� (� , x(x+ e)(x − � k1u1)).

Consider the algebra (� , x + e). If among of k1, k2, k3 there exists an even ki, then ( �'7 x)x−� kiui � 1,
but (� , x + e)x−� kiui � (� , e) �� 1. Let now all ki be odd. Then in view of k2 + 1 < k3 we have
f(� k2+1) � u1u2e � 1 and ( �(7 x)x− � k2+1 � ( �'78� k2+1) � 1, (� , x + e)x− � k2+1 � (� , e) �� 1 and again
( �'7 x) �� (� , x+ e). This completes the consideration of case II2, 2.

Consider case II2, 3. Let l0 = x, lj = x − � kjuj (j = 1, 2, 3). Let us observe that all algebras listed
in II2, 3 are non-trivial because of lemma 3, so to prove that the group generated by them is of order 16
it is enough to check that all of them are pairwise non-isomorphic.
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First of all it is true for (� , li(x+ e)) because of lemma 3. For the algebra (� , l0l3) if k2 �= k3 we have
(� , l0l3)x � (� , u1u2e) �� 1. If k2 = k3, k1 < k2 one can find a unit w such that k(w)|k is of odd prime
degree and

w(w − u3) � �
−u1e(w − u2) � �'K

Then for the minimal polynomial p(x) of � k3w over k one has (� , l0l3)p(x) �� 1. In case k1 = k2 = k3 one
can use a unit w such that

w(w − u3) � �
(w − u1)(w − u2) � �'K

Then again (� , l0l3)p(x) �� 1. Similar arguments prove that (� , l0l1) and (� , l0l2) are non-trivial in case
k2 < k3. Indeed, in first case one can use a unit w such that

w � −u1 �
w − u3 � −u2

and in the second one such a unit that

w � −u2 �
w − u3 � −u1.

Then in both cases for the minimal polynomial p(x) of � k3w over k one has (� , l0l1)p(x) �� 1 and
(� , l0l2)p(x) �� 1. Let now k2 = k3. Then in the case of the algebra (� , l0l1) we need to use a unit
w,

w � − ��9 1

(w − u2)(w − u3) � 1,

if k1 < k2 and
w(w − u1) � �
(w − u2)(w − u3) � 1,

if k1 = k2 = k3. In the case of algebra (� , l0l2) one can work similarly.
Consider algebras (� , l1l3), (� , l2l3), (� , l1l2). After replacing x� = x − � k3u3 we are again in case

II2, 3 and with new notations algebras (� , l1l3), (� , l2l3) look like algebras (� , l �0l �1), (� , l �0l �2), where
l �0 = x� and l �i = li + � k3u3. But the last algebras are non-trivial in view of the above arguments. In case
k2 = k3 for the algebra (� , l1l2) one can renumber l1, l2, l3 as follows: l �2 = l3, l �3 = l2, l �1 = l1, so that
(� , l1l2) = (� , l �1l �3) and the last algebra is non-trivial. Finally, let k1 < k3. Then

(� , l1l2)x−� k1u1 � (� , l0l3(x+ e))x− � k1u1 � (� , e) �� 1.

The theorem is proved.
If f(x) is of the form II � we have the following statement.

Theorem 5 Let C be given by the equation y2 = f(x), where f(x) is of form II � . Then the class of
(� , � ) and the classes of the following algebras generate 2Br C.

II � 1. ( �'7 x), ( �'7 x− � k1u1), (� , x− � k1u1), (� , x).
II � 2, 1. ( �'7 x), (� , x− � k1u1), (� , x), (� , x+ e).

II � 2, 2. (� , x− � k1u1), (� , x− � k1u�1), (� , x+ e), (� , x), u�1 = u1 + � sv.
Proof. As in the proof of theorem 4 one can easy prove that ( �'7 x + e) �� 1 for any e � O �k and
(� , x + e) �� 1 if and only if e � O �k \ (O �k)2. Similarly to this proof one can check that the algebras
(� , x), (� , x− � k1u1), (� , x− � k1u�1), (� , x− � k3u3) are non-trivial.

If e � 1, then one has as in the proof of theorem 4 that the algebras ( �(7 x − � k1u1), ( �'7 x) are
non-trivial. Hence all algebras (except ( �'7 x) in case II � 2, 1) listed in case II � are non-trivial.

Consider case II � 1. First of all observe that ( �(7 l0l1) �� 1. Indeed, if k1 �5 k3(2), then

( �'7 l0l1)x � ( �'7 (x− � k1u�1)l3(x+ e))x � ( �'7$� k1+k3) �� 1.
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If k1 5 k3(2), then since f(� k1+1) � e � 1 we have

( �(7 l0l1)x−� k1+1 � � , �
k = x− � k1+1 > �� 1.

As to the algebra (� , l0l1) one can find a unit w generating an odd degree extension over k such that

w � (−)s ��9 1

w − v � (−1)s ��9 1.

Let  = � k1(u1 + � sw), p = Irrk(w)|k(  ). Then

f(  ) � � k1u1(� k1u1 + � k1+sw − � k1u1)(� k1u1 + � k1+sw − � k1u1 − � k1+sv) � w(w − v) � 1

and
(� , l0l1)p � (� , � swu1) � (� , (−1)su1w) � (� , � ) �� 1.

Thus groups = [( �'7 l0)], [( �'7 l1)] > and = [(� , l0)], [(� , l1)] > are of order 4. And since the extension of constants
by @ � leaves us in case II � 1 we have that these two groups have trivial intersection, so case II � 1 is
considered.

Now we are in case II � 2. The extension of k by @ � leads us to case II � 1 and splits the algebra
(� , x+ e), hence the group = [(� , l0)], [(� , l1)], [(� , x+ e)] > is of order 8.

Now if i � {1, 3} and ki is odd, then ( �'7 x)x− � kiui � ( �'7$� ki) �� 1 and therefore ( �'7 x) �� 1. To complete
the consideration of case II � 2, 1 we need only to prove that [( �'7 x)] ��M= [(� , l0)], [(� , l1)], [(� , x + e)] > .
The extension of constants by @ � shows us that [( �'7 x)] ��M= [(� , l0)], [(� , l1)] > and ( �'7 x) �� (� , l0(x +
e)), ( �(7 x) �� (� , l1(x+ e)) and ( �'7 x) �� (� , l0l1(x+ e)). Furthermore, for even ki � {k2, k3} ( �'7 x)li � 1
and (� , x+ e)li �� 1, so ( �'7 x) �� (� , x+ e). Case II � 2, 1 is done.

Consider case II � 2.2. In this case it is enough to prove that all listed algebras with the algebra
(� , x− � k3u3) are pairwise non-isomorphic. Furthermore, (� , li(x+ e)) �� 1 and (� , l �1(x+ e)) �� 1 as was
noted before. We also have

(� , l0l3)x � (� , l1l �1(x+ e))x � (� , e) �� 1,

so that (� , l0l3) �� 1. One can also prove similarly to the previous case that (� , l0l1) �� 1 and (� , l0l �1) �� 1.
To prove that (� , l1l3) �� 1 (similarly (� , l �1l3) �� 1) it is enough to observe that after replacement x� =
x− � k3u3 our algebra looks like (� , l̃0 l̃1), where l̃0 = x� and l̃1 = l1 + � k3u3. Finally,

(� , l1l �1)l1 � (� , l0l3(x+ e))l1 � (� , e) �� 1.

The theorem is proved.
In case where f(x) is of the form III we have

Theorem 6 Let C be given by the equation y2 = f(x), where f(x) is of form III. Then the class of
(� , � ) and the classes of the following algebras generate 2Br C.

III1. ( �'7 x), ( �'7 x− � k2u2), (� , x+ e), (� , x+ e− � lv).
III2. ( �'7 x), ( �'7 x− � k2u2), (� , x+ e), ( �'7 x+ e).

III3. ( �'7 x), (� , x), (� , x+ e), (� , x+ e− � lv).
III4. ( �'7 x), (� , x), (� , x+ e), ( �'7 x+ e).

III5. (� , x), (� , x− � k2u2), (� , x+ e), (� , x+ e− � lv).
III6. (� , x), (� , x− � k2u2), (� , x+ e), ( �'7 x+ e).
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Proof. Let G1 = = [(� , x+e)], [(� , x+e� )] > , where e� = e− � lv. Let us prove that in cases III1, III3, III5
G1 is of order 4. Indeed, in these cases (� , x + e) �� 1 and (� , x + e� ) �� 1 according to lemma 3.
Furthermore,

(� , (x+ e)(x + e� ))x+e � (� , x(x− � k1u1)(x− � k2u2))x+e � (� ,−e) �� 1.

Now let G2 = = [(� , x + e)], [( �(7 x + e)] > , then in cases III2, III4, III6 G2 is also of order 4. Indeed,
( �'7 x+e) �� 1 by lemma 4 and (� , x+e) �� 1 by lemma 3. And ( �'7 x+e) �� (� , x+e) since k( @ � )(x, f(x))
does not split (� , x+ e).

In cases III1, III2 let G3 = = [( �'7 x)], [( �'7 x− � k2u2)] > . Then G3 is of order 4. Indeed,

( �'7 x)x− � k1u1 � ( �'7$� k1) �� 1, ( �'7 x− � k2u2)x− � k1u1 � ( �(7$� ) �� 1,

( �'7 x(x− � k2u2))x � ( �'7 (x− � k1u1)(x+ e)(x + e� ))x � ( �'7 −� k1u1ee� ) �� 1.

In cases III3, III4 let G4 = = [( �(7 x)], [(� , x)] > and let us show that G4 is of order 4. For the algebra
( �'7 x) we have: if k2 is odd, then

( �'7 x)x−� k2u2 � ( �'7$� k2u2) �� 1.

If k2 is even, then
f(� k1+1) � � k1+1(−� k1u1)� k1+1 � −u1 � 1

and

( �'7 x)x− � k1+1 � � , �
k = x− � k1+1 > �� 1.

As for the algebra (� , x), one can find a unit w such that k(w)|k is an unramified odd prime degree
extension and

w � �
w − u1 � 1.

In view of f(� k1w) � w − u1 we have

(� , x)p(x) � � , � k1w

k(w) = p > �� 1,

where p(x) is a minimal polynomial of � k1w over k. Now since k( @ � )(x, f(x)) does not split (� , x), we
have (� , x) �� ( �'7 x).

Finally, let G5 = = [(� , x)], [(� , x− � k2u2)] > in cases III5 and III6. We prove that G5 is of order 4.
To prove that (� , x) is non-trivial it is enough to repeat previous arguments with the last w. Similarly,
with the same w in case k1 < k2 we have

(� , x− � k2u2)x− � k1w � (� , x)x−� k1w �� 1.

If k1 = k2 let w satisfies the following property

w − u2 � �
w(w − u1) � �'K

Then (� , x− � k2u2)x− � k1w �� 1. For the algebra (� , x(x− � k2u2)) in case k1 �= k2 we have

(� , x(x− � k2u2))x � (� , (x− � k1u1)(x + e)(x + e))x � (� ,−u1) �� 1.

If k1 = k2 one can find a unit w with the property

w(w − u2) � �
w − u1 � �'K

Then (� , x(x− � k2u2))x−� k1w �� 1. Thus G5 is of order 4.
To complete the proof of the theorem it remains to show that all the following groups are trivial
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1. G1 N G3 in case III1,

2. G2 N G3 in case III2,

3. G1 N G4 in case III3,

4. G2 N G4 in case III4,

5. G1 N G5 in case III5,

6. G2 N G5 in case III6.

In case III6 the extension of constants by @ � leaves us in this case, so that [( �'7 x)] �� G5 and [( �'7 x) L
(� , x+ e)] �� G5. Let g(x) � {x, x− � k2u2, x(x− � k2u2). Then (� , g(x)(x+ e)) �� 1 in view of ḡ(x)(x+
ē), f̄ (x)/(ḡ(x)(x + ē)) �� k̄[x]2 and by lemma 3. This implies G2 N G5 is trivial.

In case III4 since the extension of constants by @ � leaves us in case III4, then in order to prove that
G2 N G4 is trivial it is enough to check that ( �'7 x(x+ e)) �� 1 and (� , x(x+ e)) �� 1. But ( �'7 x(x+ e)) �� 1,
since (¯�'7 x(x+ ē)) �� 1 and (� , x(x+ e)) �� 1, since x(x+ ē), f̄ /(x(x+ ē)) �� k̄[x]2.

In case III2 since the extension of constants by @ � leaves us in this case, we have [(� , x+e)], [(�O�'7 x+
e)] �� G3. And it remains to show that [( �'7 x+ e)] �� G3. But for any g � {x, x− � k2u2, x(x− � k2u2)}
( �'7 g(x+ e)) �� 1 since (¯�'7 ḡ(x+ ē)) �� 1.

In case III1 the extension of constants by @ � leads us to case III2, since [(� , x+e)] �� G3. The same
is true for [(� , x+ e� )]. Now it remains to prove that [(� , (x+ e)(x+ e� ))] �� G3. We have

( �'7 x)x−� k1u1 � ( �'7 x− � k2u2)x− � k1u1
�� 1 but (� , (x+ e)(x + e� ))x− � k1u1 � (� , ee� ) � 1.

Furthermore,

( �'7 x(x− � k2u2))x � ( �'7 (x− � k1u1)(x + e)(x + e� ))x � ( �(7 −� k1u1ee� ) �� 1

and (� , (x+ e)(x + e� ))x � (� , ee� ) � 1. Thus [(� , (x+ e)(x + e� ))] �� G3.
In case III3 the extension of constants by @ � leads us to case III4. So this extension does not split

the algebras (� , x+ e), (� , x + e� ). Let us show that ( �'7 x) �� (� , (x + e)(x + e� )). In case k2 is odd we
have

(� , (x+ e)(x+ e� ))x−� k2u2 � 1 and ( �'7 x)x−� k2u2
�� 1.

In case k2 is even
(� , (x+ e)(x+ e� ))x−� k1+1 � 1 and ( �'7 x)x−� k1+1 �� 1.

Thus [( �'7 x)] �� G1. We have

(� , x) �� (� , x+ e) and (� , x) �� (� , x+ e� ),
since x(x+ ē), f̄(x)/(x(x+ ē)) �� k̄[x]2. Let w be a unit such that (� , x)x− � k1w �� 1, then (� , (x+ e)(x+
e� ))x−� k1w � 1. This implies [(� , x)] �� G1. The remaining possibility is [(�O�'7 x)] � G1. Observe firstly
that (�O�'7 x)x−� k1w �� 1, hence (�O�(7 x) �� (� , (x + e)(x + e� )). Furthermore, if (�O�'7 x) � (� , x+ e), then

( �'7 x) � (� , x(x + e)). But k( @ � )(x, f(x)) splits ( �'7 x) and does not split (� , x(x + e)). Similarly
(�O�'7 x) �� (� , x+ e� ), so G1 N G4 is trivial.

Now pass to remaining case III5. If g � {x, x − � k2u2, x(x − � k2u2)}, then (� , g(x + e) �� 1 by
lemma 3. Thus [(� , x+ e)] �� G5. Similarly [(� , x+ e� )] �� G5. Let (� , g) � (� , (x + e)(x + e� )). On the
other hand, if w is a unit such that (� , x)x− � k1w �� 1, then since (� , (x+ e)(x + e� ))x− � k1w � 1 we have
g �= x. In the same way one can prove that g �= x − � k2u2. Finally, if g = x(x − � k2u2), then in case
k1 = k2 for a unit w such that (� , x(x− � k2u2))x−� k1w �� 1 we have (� , (x + e)(x + e� ))x−� k1w � 1 and
in case k1 �= k2 (� , (x+ e)(x + e� ))x � 1, (� , x(x− � k2u2))x �� 1. Thus [(� , (x+ e)(x + e� ))] �� G4. The
theorem is proved.

In case where f(x) is of the form IV we have the following statement.

Theorem 7 Let C be given by the equation y2 = f(x), where f(x) is of form IV . Then the class of
(� , � ) and the classes of the following algebras generate 2Br C.
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IV 1. (� , x), (� , x− � k2u2), (� , x+ e1), (� , x+ e2).

IV 2. (� , x), (� , x+ e1), (� , x+ e2), ( �'7 x).
Proof. Observe that G = = [(� , x)], [(� , x + e1)], [(� , x+ e2)], > is of order 8. First of all x, x+ ē1, x+
ē2, x(x+ ē1), x(x+ ē2), (x+ ē1)(x+ ē2), f̄(x)/x, f̄(x)/(x+ ē1), f̄(x)/(x+ ē2), f̄(x)/(x(x+ ē1)), f̄(x)/(x(x+
ē2)), f̄(x)/((x + ē1)(x + ē2)) �� k̄[x]2 and by lemma 3 (� , x) �� 1, (� , x + e1) �� 1, (� , x + e2) �� 1,
(� , x(x+ e1)) �� 1, (� , x(x+ e2)) �� 1, (� , (x+ e1)(x+ e2)) �� 1, so G is of order 8.

If one of the ki is odd, we have ( �'7 x)x−� kiui
�� 1. If k1 5 k2 5 0(2), k1 < k2 and −u1e1e2 � (k � )2,

then k1 < k1 + 1 < k2 and ( �'7 x)x− � k1+1 �� 1, since f(� k1+1) � −u1e1e2. Thus in case IV 2 ( �'7 x) �� 1.
Since the extension of constants by @ � leaves us in case IV , we conclude that [( �'7 x)] �� G.

Consider case IV 1. If k1 �= k2, we have

(� , x(x− � k2u2))x � (� , (x− � k1u1)(x+ e1)(x+ e2))x � (� ,−u1e1e2) �� 1.

If k1 = k2 let w be a unit such that k(w)|k is an unramified prime degree extension and

w(w − u2) � �
w − u1 � �'P 1e2.

Then (� , x(x− � k2u2))x− � k2w �� 1. This implies (� , x) �� (� , x− � k2u2). By lemma 3 the algebra (� , x−
� k2u2) is also non-isomorphic to (� , x+ e1), (� , x+ e2), (� , x(x+ e2)), (� , x(x+ e2)), (� , x(x+ e1)(x+ e2)).
Finally, let k1 �= k2. Then

(� , (x− � k2u2)(x+ e1)(x+ e2))x−� k1w � (� , x(x− � k1u1))x− � k1w �� 1

if w is a unit with the above properties and

w � �'P 1e2
w − u1 � e1e2.

In case k1 = k2 we only need to change the latter conditions by

w(w − u1) � �
w − u2 � �'P 1e2.

In any case (� , x− � k2u2) �� (� , (x + e1)(x + e2)). This implies [(� , x− � k2u2)] �� G and completes the
proof of the theorem.

If f(x) is of the form V we have

Theorem 8 Let C be given by the equation y2 = f(x), where f(x) is of form V . Then the class of (� , � )
and the classes of the following algebras generate 2BrC.

V 1. (� , x), (� , x− � k1v1), (� , x+ u), (� , x+ u− � k2v2).

V 2. (� , x), (� , x− � k1v1), (� , x+ u), ( �'7 x+ u).

V 3. (� , x), ( �(7 x), (� , x+ u), (� , x+ u− � k2v2).

V 4. (� , x), ( �(7 x), (� , x+ u), ( �(7 x+ u).

Proof. Let l1, l2, l3, l4, l5 be the Q:�SR;
�TU
�� t linear monic divisors of f(x). If li �= x+e we have by lemma 3 in
view of l̄i, f̄(x)/l̄i �� k̄[x]2 that (� , li) �� 1. By the same reason (� , lilj) �� 1 if l̄i �= l̄j . Let now e �� 1, then
(� , x(x− � k1v1))x+ VXW 1 � k1+2 �� 1, since f(− ��Y 1 � k1+2) � �'P � 1. Thus if e �� 1, then (� , x(x− � k1v1)) �� 1.
The change of variables x� = x+ u leads us to the equation

y2 = x� (x� − � k2v2)(x� − u)(x� − u− � k1v1)(x� + (e − u))
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and we have (� , (x+u)(x+u− � k2v2)) = (� , x� (x� − � k2v2)), so by the previous arguments (� , (x+u)(x+
u− � k2v2)) �� 1. Observe also that if e � 1, then

¯� , x
k̄(x, f̄(x))

x

� ¯� , x
k̄ = x > �� 1.

It follows by lemma 4 that in case e � 1 ( �(7 x) �� 1. Similarly if e− u � 1, then ( �'7 x+ u) �� 1.
Now, to complete the consideration of case V I we need only to prove that (� , lilj lr) �� 1, where li, lj , lr

are not equal to each other and to x+ e and (� , x(x− � k1v1)(x+u)(x+u− � k2 v2)) �� 1 if e �� 1. But the
last statement is equivalent to (� , x+ e) �� 1 which is valid in view of (� , x+ e)x �� 1. As to the previous
one, we have l̄i l̄j l̄r, f̄ (x)/(l̄i l̄j l̄r) �� k̄[x]2, so lemma 3 works.

In case V 2 it is enough to observe that by above arguments the group = [(� , x)], [(� , x− � k1v1)], [(� , x+
u)] > is of order 8 and the field k( @ � )(x, f(x)) does not split the algebra ( �(7 x+ u).

Case V 3 can be considered by analogy with case V 2.
We saw that the group = [(� , x)], [(� , x+ u)] > is of order 4. To prove that = [( �(7 x)], [( �'7 x+ u)] > is also

of order 4 we need to check that ( �'7 x(x+ u)) �� 1. But this is true in view of lemma 4 since

¯� , x(x+ ū)

k̄(x, f̄(x))
x

� ¯� , x
k̄ = x > �� 1.

Finally, since the extension of constants by @ � leaves us in case V 4 the groups = [(� , x)], [(� , x+u)] > and
= [( �(7 x)], [( �'7 x+ u)] > have the trivial intersection. The theorem is proved.

In case where f(x) is of the form V I we have

Theorem 9 Let C be given by the equation y2 = f(x), where f(x) is of form V I. Then the class of
(� , � ) and the classes of the following algebras generate 2Br C.

V I1. {(� , li)}i, li is a monic linear divisor of f .

V I2. {(� , li)}i, li is a monic linear divisor of f , li �= x− � ku and ( �'7 x).
Proof. In case V I1 it is enough to check that for any monic linear divisor of f(x) (� , li) �� 1 and
(� , lilj) �� 1 if i �= j. We have that (� , li) �� 1 by lemma 3. By the same reason (� , lilj) �� 1 if
lilj �= x(x− � ku). If lilj = x(x− � ku), then (� , x(x− � ku))x � (� , e1e2e3) �� 1.

In case V 2 arguments similar to the previous ones shows that the group H generated by [(� , li)],
where li runs through the set of all monic linear divisors not equal to x− � ku is of order 8. To complete
the consideration of the case let us show that ( �'7 x) �� 1. If k is odd we have ( �'7 x)x− � ku �� 1, if not, then
( �'7 x)x− � �� 1, since f(� ) � � (� − � ku)e1e2e3 � e1e2e3 � 1. Finally, the extension of constants by @ �
leaves us in case V I2, so all non-trivial algebras from H are non-trivial after this extension but it is not
the case for ( �(7 x). The theorem is proved.

3 Splitting type (1,1,1,2).

This section is devoted to case deg f1 = deg f2 = deg f3 = 1, deg f4 = 2 and the reduction is bad.

Preliminary results. The evident list of all cases under consideration according to the reduction type
of f(x) is as follows.

I. f(x) = (x2 − � ku)(x− e1)(x− e2)(x− e3),

� ku �� 1, u, ei � O �k, k > 0, ēi �= ēj if i �= j.

II. f(x) = (x2 − � ku)(x− e)(x − e� )(x− e1),

� ku �� 1, u, e, e� , e1 � O �k, k > 0, ē = ē�Z�= ē1.

III. f(x) = (x2 − � ku)(x− e1)(x− e2)(x− e3),

u � O �k, k > 0, � ku �� 1, ē1 = ē2 = ē3 �= 0.
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IV . f(x) = (x2 + ax+ b)x(x− � ku)(x+ e),

u, e � O �k, k > 0, x2 + āx+ b̄ is irreducible over k̄.

V . f(x) = (x2 + ax+ b)x(x− � k1u1)(x− � k2u2),

ui � O �k, 0 < k1 + k2, and if k1 = k2, then ū1 �= ū2,

x2 + āx+ b̄ is irreducible over k̄.

V I. f(x) = (x2 − � ku)(x− � mv)(x + e1)(x + e2),

� ku �� 1, k,m > 0, u, v, ei � O �k, ē1 �= ē2.

V II. f(x) = (x2 − � ku)(x− � mv)(x+ e)(x + e� ),
� ku �� 1, k,m, l > 0, u, v, e � O �k, ē = ē� .

V III. f(x) = (x2 − � ku)(x− � m1v1)(x− � m2v2)(x + e),

� ku �� 1, 0 < m1 + m2, k > 0, u, vi, e � O �k.
IX. f(x) = (x2 − � ku)(x− � m1v1)(x− � m2v2)(x− � m3v3),

� ku �� 1, 0 < m1 + m2 + m3, k > 0, u, vi � O �k.
Let us prove firstly some preliminary results.

Lemma 10
| 2BrC| = 16.

Lemma 11 let u � O �k is a unit such that u �� 1, then
i) for any w � O �k w ± @ u � 1 in k( @ u) [ \ w2 − u � 1 in k,
ii) for any local field k there exists w � O �k such that w2 − u �� 1,
iii) for any v � O �k there exists w � O �k such that v2 − w � O �k and v2 − w �� 1.

Proof. i) follows from the surjectivity on units of the norm homomorphism Nk( ] u)|k and for ii) and iii)
see [13], lemma 1.

Lemma 12 Let g(x) � k[x] be a monic polynomial, and let either n be odd or deg g(x) be even. Then
for any b � k(C) � the quaternion algebra

b , g(x)

k(C)

is not isomorphic to the scalar algebra
� , �
k(C)

.

To check this fact it is enough to observe that

b , g(x)

k(C) ^ � 1 and
� , �
k(C) ^ �� 1.

Lemma 13 Let K be an algebraically closed field and f(x), g(x), h(x) � K[x]. Then the system

y2 = f(x),
z2 = g(x),
t2 = h(x)

defines a variety V in P
4(K) if and only if all polynomials f(x), g(x), h(x), f(x)g(x), f(x)h(x), g(x)h(x)

and f(x)g(x)h(x) are not in K[x]2.
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Proof. Consider the homomorphism

� : K[x, y, z, t] −� K(x, f(x), g(x), h(x)),

defined by the rule
x .� x, y .� f(x), z .� g(x), t .� h(x).

Then the ideal I = (y2 − f(x), z2 − g(x), t2 − h(x)) _ Ker � . Let F = F0(x) + F1(x)y + F2(x)z +
F3(x)t+ F4(x)yz + F5(x)yt + F6(x)zt+G(x, y, z, t) � Ker � , where G(x, y, z, t) � I. So � (F ) = F0(x) +
F1(x) @ f + F2(x) @ g + F3(x) @ h + F4(x) @ fg + F5(x) @ fh + F6(x) @ gh = 0. Let us check that the

extension K(x)( f(x), g(x), h(x))|K(x) is of degree 8. Indeed, K(x)( f(x))|K(x) is of degree 2.

If g(x) � K(x)( f(x)), then g(x) = a(x)2 + b(x)2f(x) + 2a(x)b(x) f(x), where a(x), b(x) � K(x).
So a(x)b(x) = 0 and either g(x) = a(x)2 or g(x) = b(x)2f(x). And this is impossible in view of
g(x) �� K[x]2 and f(x)g(x) �� K[x]2. Hence K(x)( f(x), g(x))|K(x) is of degree 4. Let now h(x) �
K(x)( f(x), g(x)), i.e. h(x) = a0(x) + a1(x) f(x) + a2(x) g(x) + a3(x) f(x)g(x). We have
h = (a2

0 + a2
1f + a2

2g+ a2
3fg) + 2(a0a1 + a2a3g) @ f + 2(a0a2 + a1a3f) @ g + 2(a0a3 + a1a2) @ fg. Therefore

a0a1 + a2a3g = 0,
a0a2 + a2a3f = 0,
a0a3 + a1a2 = 0.

We have h(x) �� K(x)( f(x)g(x)), so that one of a1, a2, say, a1 is not equal to 0. Then

a2 = −a0a3/a1,
a0(a

2
3g − a2

1) = 0,
a3(a

2
1f − a2

0) = 0,

Furthermore, a2
3g − a2

1 �= 0, since a1 �= 0 and g(x) �� K[x]2. Then a0 = a2 = a3 = 0 and h(x) �
K(x)( f(x)). This contradiction proves that the extension

K(x)( f(x), g(x), h(x))|K(x)

is of degree 8. The evident basis of this extension is 1, f(x), g(x), h(x), f(x)g(x), f(x)h(x),

g(x)h(x), f(x)g(x)h(x), so Fi(x) = 0 for any i and Ker � = I. Then I is prime and V is a variety.

Lemma 14 Let f(x) = (x2 − � ku)g(x), g(x) � Ok[x] without multiple roots, ḡ(x) �� k̄[x]2, u � O �k, k > 0,
� ku �� 1 and E = g(0) � O �k. Then the following algebra is nontrivial, unramified and not isomorphic to
the scalar algebra (� , � ).

1. (−� Eu, x) if k 5 1 (mod 2).

2. ( �'7 x− � k/2w) if k 5 0 (mod 2) and E � 1, where w � O �k, w2 − u �� 1.

3. (� , x2 − � ku) if k 5 0 (mod 2) and E �� 1.

Proof.

(−� Eu, x)x � −� Eu , x
k = x > ( @ −� Eu) � 1,

so this algebra is unramified. Let K be an unramified odd degree extension of k such that there exists a
unit `a� O �K with the property `b�� 1, g(̀ ) � 1 and p(x) = IrrK|k (̀ ). Such K exists in view of lemma 6
from the previous section. Then

(−� Eu, x)p � −� Eu , `
K = p > ( g(̀ ))

� � , `
K = p > �� 1.

The unit w in 2) exists in view of lemma 11. We have

( �'7 x− � k/2w)x− � k/2w � � , x− � k/2w
k = x− � k/2w > ( (� kw2 − � ku)E)

�
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� � , x− � k/2w
k = x− � k/2w > ( @ � ) � 1,

so the algebra ( �(7 x− � k/2w) is unramified. Furthermore,

( �(7 x− � k/2w)x3−� � � , 3@ �
k( 3@ � ) = x3 − �c> ( (� 2/3 − � ku)E)

� � , 3@ �
k( 3@ � ) = x3 − �c> �� 1.

Lemma 2 provides the algebra (� , x2 − � ku) to be unramified. Moreover,

(� , x2 − � ku)x−� k/2w � � , �
k = x− � k/2w > ( @ �'d )

� � , �
k = x− � k/2w > �� 1.

To complete the proof it is enough to check that all algebras are not isomorphic to the scalar algebra,
and this is true in view of lemma 12.

Presentation by algebras.

Theorem 10 Let f be as in cases I or II. Then the group 2BrC is generated by the class of the algebra
(� , � ) and classes of the following algebras.

• Case I.

1. (e1e1e3 9;� , x), (� , x− e1), (� , x− e2), if k 5 1 (mod 2).

2. ( �'7 x− � k/2w), (� , x− e1), (� , x− e2), if k 5 0 (mod 2), −e1e2e3 � 1.

3. (� , x2 − � ku), (� , x− e1), (� , x− e2), if k 5 0 (mod 2), −e1e2e3 �� 1.

• Case II.

1. (e1 9�� , x), (� , x− e), (� , x− e� ), if k 5 1 (mod 2), e − e1 �� 1.

2. (e1 9�� , x), (� , x− e), ( �'7 x− e), if k 5 1 (mod 2), e − e1 � 1.

3. ( �'7 x− � k/2w), (� , x− e), (� , x− e� ), if k 5 0 (mod 2), −e1 � 1, e − e1 �� 1.

4. ( �'7 x− � k/2w), (� , x− e), ( �'7 x− e), if k 5 0 (mod 2), −e1 � 1, e − e1 � 1.

5. (� , x2 − � ku), (� , x− e), (� , x− e� ), if k 5 0 (mod 2), −e1 �� 1, e− e1 �� 1.

6. (� , x2 − � ku), (� , x− e), ( �(7 x− e), if k 5 0 (mod 2), −e1 �� 1, e− e1 � 1,

where w � O �k, w2 − u �� 1.

Proof. In case I all algebras (� , x− ei) and (� , (x− ei)(x− ej)), i �= j are unramified and not isomorphic
to (� , � ) in view of lemma 2. They are nontrivial by lemma 3.

In case II let us prove that if e−e1 �� 1, then the algebras (� , x−e), (� , x−e� ) and (� , (x−e)(x−e� ))
are unramified, nontrivial and not isomorphic to (� , � ). If e − e1 � 1, then the same is true for the
algebras (� , x − e), ( �(7 x − e) and (�O�'7 x − e). Indeed, if e − e1 �� 1, then (� , (x − e)(x − e� ))x−e �
(� , (x2 − � ku)(x− e1))x−e � (� , e − e1) �� 1. Let now e − e1 � 1, then

(¯�'7 x− ē)x−ē � ¯� , x− ē

k̄ = x− ē > ( @ ē − ē1)
�� 1,

and in view of lemma 4 ( �'7 x− e) �� 1. Finally, after the replacement e = �O� of prime element we have
(�O�'7 x− e) = ( e
7 x− e) �� 1.

Because of the polynomial f in cases I and II satisfies the conditions of lemma 12 it is enough to
prove that algebra from this lemma is not isomorphic to the algebras already considered in the current
proof.
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Consider firstly case I. If k 5 1 (mod 2), then one can find such w1, w2 and w3 from O �K (K as above)
that wi � 1, wi − ei �� 1, (wi − e1)(wi − e2)(wi − e3) � 1. Indeed, for example, in case i = 1 it is enough
to solve the following system

w1 = x2,
y2 = � (x2 − e1)
z2 = � (x2 − e2)(x

2 − e3),

and lemma 6 works. Let pi = IrrK|k(wi). Then for any i we have (−� Eu, x)pi � 1, (� , x− ei)pi �� 1 and
(� , (x− e1)(x − e2))p3 �� 1.

If E = −e1e2e3 � 1, then the algebra ( �'7 x− � k/2w) splits by the extension of constants by @ � but
this is not true for the algebras (� , x− ei) and (� , (x− e1)(x − e2)).

Let k 5 0 (mod 2), −e1e2e3 �� 1, then (� , x2 − � ku) �� (� , x − ei), (� , (x − e1)(x − e2)) in view of
lemma 3.

Consider now case II. The extension by @ � does not split (−� Eu, x), therefore (−� Eu, x) �� ( �'7 x−e).
Let w � O �K such that w � 1, w − e �� 1 and (w − e)(w − e� )(w − e1) � w − e1 � 1, p = IrrK|k(w).
Then (−� Eu, x)p � 1 and (� , x − e)p �� 1. Changing the prime element e = �O� one can check that
(−� Eu, x) �� (�O�'7 x − e). In the same way we have (−� Eu, x) �� (� , x − e� ). Let us show finally that
(−� Eu, x) �� (� , (x − e)(x − e� )). If q = IrrK|k(w), where w �� 1, w̄ �= ē and w − e1 � 1, then
(−� Eu, x)q �� 1, (� , (x− e)(x− e� ))q � (� , (w − e)2) � 1.

Let now k 5 0 (mod 2), E � −e1 � 1. We have ( �'7 x−� k/2w) �� (� , x−e), (� , x−e� ), (� , (x−e)(x−e� )),
since the extension of constants by @ � does not split the first algebra but splits the others. After this
extension (�O�(7 x− e) � ( �'7 x− e). It only remains to check that ( �'7 x− � k/2w) �� ( �'7 x− e) if e− e1 � 1.
It is true since ( �'7 x− � k/2w)x3− � �� 1, but ( �'7 (x− e)(x − e� ))x3−� � 1.

Finally, let k 5 0 (mod 2), −e1 �� 1. We have (� , (x2 − � ku)(x − e)), (� , (x2 − � ku)(x − e� )) �� 1.
Moreover, (� , (x2 − � ku)(x− e)(x− e� ))x−e � (� , e− e1) �� 1 if e− e1 �� 1. The extension of constants by
@ � does not split ( �'7 x− e), so that (� , x2 − � ku) �� ( �(7 x− e). After the same extension (�O�(7 x− e) �
( �'7 x− e) �� 1, so (�O�'7 x− e) �� (� , x2 − � ku). The theorem is proved.

Without loss of generality one can assume that in case III f(x) = (x2 − � ku)(x− e1)(x− e2)(x− e3),
where e1 = e, e2 = e + � k1u1, e3 = e+ � k2u2, e, ui � O �k, 0 < k1 + k2 and if k1 = k2, then ū1 �= ū2.

Theorem 11 Let f be as in case III. Then the group 2BrC is generated by the class of the algebra
(� , � ) and the classes of the following algebras.

1. ( P$9�� , x), ( �'7 x− e1), ( �'7 x− e2),

if k 5 1 (mod 2), k1 5 1 (mod 2).

2. ( P$9�� , x), ( �'7 x− e1), (� , x− e1),

if k 5 1 (mod 2), k1 5 0 (mod 2) and either k2 5 1 (mod 2) or k1 < k2, −u1 � 1.

3. ( P$9�� , x), (� , x− e1), (� , x− e2),

if k 5 1 (mod 2), k1 5 k2 5 0 (mod 2) and either k1 = k2 or −u1 �� 1.

4. ( �'7 x− � k/2w), ( �'7 x− e1), ( �'7 x− e2),

if k 5 0 (mod 2), −e � 1, k1 5 1 (mod 2).

5. ( �'7 x− � k/2w), ( �'7 x− e1), (� , x− e1),

if k 5 0 (mod 2), −e � 1, k1 5 0 (mod 2) and either k2 5 1 (mod 2) or
k1 < k2, −u1 � 1.

6. ( �'7 x− � k/2w), (� , x− e1), (� , x− e2),

if k 5 0 (mod 2), −e � 1, k1 5 k2 5 0 (mod 2) and either k1 = k2 or −u1 �� 1.

7. (� , x2 − � ku), ( �'7 x− e1), ( �'7 x− e2),

if k 5 0 (mod 2), −e �� 1, k1 5 1 (mod 2).
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8. (� , x2 − � ku), ( �'7 x− e1), (� , x− e1),

if k 5 0 (mod 2), −e �� 1, k1 5 0 (mod 2) and either k2 5 1 (mod 2) or
k1 < k2, −u1 � 1.

9. (� , x2 − � ku), (� , x− e1), (� , x− e2),

if k 5 0 (mod 2), −e �� 1, k1 5 k2 5 0 (mod 2) and either k1 = k2 or −u1 �� 1,

where w � O �k, w2 − u �� 1.

Let us prove firstly

Lemma 15 In case III the following algebras are unramified, nontrivial and not isomorphic to (� , � ).

1. ( �'7 x− e1), ( �'7 x− e2), ( �(7 (x− e1)(x − e2)), if k1 5 1 (mod 2).

2. ( �'7 x − e1), (� , x − e1), ( ��� , x − e1), if k1 5 0 (mod 2) and either k2 5 1 (mod 2) or (k2 5
0 (mod 2), k1 < k2 and −u1 � 1).

3. (� , x− e1), (� , x− e2), (� , (x− e1)(x− e2)), if k1 5 k2 5 0 (mod 2) and either k1 < k2 and −u1 � 1
or k1 = k2.

Proof of the lemma. In 1 we have: ( �'7 x− e1)x−e2 �� 1, ( �(7 x− e2)x−e1 �� 1, ( �'7 (x− e1)(x − e2))x−e2 �
( �'7 x− e3)x−e2 �� 1.
2. Let  = e + � k1w. Then f(  ) � w − u1. If w satisfies the condition

w1 �� 1,
w − u1 � 1,

then (� , x− e1)p �� 1 and (�O�'7 x− e1)p �� 1, where p = IrrK|k(  ). Furthermore, in case k2 5 1 (mod 2)

we have ( �'7 x− e1)x−e3 �� 1 and ( �'7 x − e1)x−e− � k1+1 � ( �'7$� k1+1) �� 1 since f(e + � k1+1) � −u1 � 1,
otherwise.

Finally, consider subcase 3. Let  i = e + � k1wi, i = 1, 2, 3. Then f(  i) � wi(wi − u1)(wi − u2),
provided k1 = k2. If wi satisfies the conditions

w1 �� 1,
w2 − u1 �� 1,
w3 − u2 �� 1,
(w1 − u1)(w1 − u2) �� 1,
w2(w2 − u2) �� 1,
w3(w3 − u3) �� 1,

then f(  i) � 1 and (� , x − ei)pi �� 1, where pi = IrrK|k(  i). Moreover, (� , (x − ei)(x − ej))pl �
(� , (x2 − � ku)(x− el))pl � (� , x− el)pl �� 1, where {i, j, l} = {1, 2, 3}.

Let now k1 < k2 are even and −u1 �� 1. Let  be as in 2. Then (� , x− e1)p �� 1 and (� , (x− e1)(x−
e2))p �� 1, where p is as above. We have also (� , x− e2)x−e1 � (� ,−u1) �� 1. The lemma is proved.

Now to prove the theorem it is enough to check that the algebra from lemma 12 is not isomorphic to
all algebras from lemma 14 in the corresponding subcases.

Let firstly k 5 1 (mod 2). The extension of constants by @ � leaves us in case 1 of lemma 12, and
in cases 1 and 2 of lemma 13, therefore the algebra ( P$9�� , x) does not split by this extension. On the
other hand, all algebras from case 1 of lemma 14 split by it. And in case 2 of this lemma one only
need to prove that ( P$9;� , x) �� (� , x − e1) and ( P$9�� , x) �� (�O�'7 x − e1). But if w,  and p are as in the
proof of this case, then after the extension indicated above ( P$9�� , x)p � (� , e) � 1. On the other hand,
(�O�'7 x− e1)p � (� , x− e1)p �� 1.

Let us take a unit fg� O �K with the usual properties satisfying the condition ¯fb�= ē, fb�� 1, f − e � 1.
Then f(f ) � f − e � 1 and ( P$9;� , x)q �� 1, where q = IrrK|k(f ). We have also (� , x − ei)q � 1 and
(� , (x− e1)(x − e2))q � 1. Thus case k 5 1 (mod 2) is considered.

If k is even and −e � 1, then for any A � {� , �(7$�O� } (A, x− ei)x3− � � (A,−e) � 1, (A, (x− e1)(x−
e1))x3−� � 1, but ( �'7 x− � k/2w)x3− � �� 1.
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Finally, let k be even, −e �� 1, then (� , x2 − � ku)x− � k/2w �� 1 and ( �'7 x − ei)x− � k/2w � 1, ( �'7 (x−
e1)(x − e2))x− � k/2w � 1. If pi are the points from the proof of lemma 14 in which the corresponding
algebras are nontrivial, then (� , x2 − � ku)pi � 1 and we are done.

Let us pass to the next two cases.

Theorem 12 Let f be as in cases IV or V . Then the group 2BrC is generated by the classes of the
algebras (� , � ), (� , x2 + ax+ b), and classes of the following algebras.

• Case IV .

1. (� , x), (� , x− � ku), if be �� 1.

2. (� , x), ( �'7 x), if be � 1.

• Case V .

1. ( �'7 x), ( �'7 x− � k1u1), if k1 5 1 (mod 2).

2. ( �'7 x), (� , x), if k1 5 0 (mod 2) and either k2 5 1 (mod 2) or k1 < k2 and −bu1 � 1.

3. (� , x), (� , x− � k1u1), if k1 5 k2 5 0 (mod 2) and either k1 = k2 or −bu1 �� 1.

Proof. In case IV (� , x) �� 1, (� , x − � ku) �� 1 by lemma 3. For the same reason (� , x) �� 1 in V.2, V.3
and (� , x − � k1u1) �� 1 in V.3. In IV if be �� 1, then for w � O �K we have f(� kw) � ��h (w − e) and
(� , x(x− � ku))IrrK|k( � kw) � (� , w(w − e)) �� 1, provided w(w − e) �� 1. If be � 1, then

¯� , x
k̄(C̃) x

� ¯� , x
k̄ = x > �� 1,

so ( �'7 x) �� 1. Replacing e = �O� one can check that (�O�(7 x) �� 1.
In case V if k1 5 1 (mod 2), then ( �'7 x)x−� k1u1

�� 1 and ( �'7 x − � k1u1)x �� 1. Moreover, ( �'7 x(x −
� k1u1))x− � k1u1 � ( �(7 (x2 + ax+ b)(x− � k2u2))x− � k1u1 � ( �(7 b(u1 − � k2−k1u2)� k1) �� 1.

Now we are in subcase V.2. If k2 5 1 (mod 2), then ( �'7 x)x−� k2u2
�� 1. In case k2 5 0 (mod 2) we

have f(� k1+1) � −bu1 � 1 and ( �'7 x)x− � k1+1 �� 1. Replacing the prime element one can check that
( ��� , x) �� 1.

Consider the last subcase in V . We have f(� k1w) � bw(w − u1)(w − � k2−k1u2) and (� , x(x −
� k1u1))IrrK|k( � k1w) � (� , w(w − u1)) �� 1, provided that

w(w − u1) �� 1,
b(w − � k2−k1u2) �� 1.

It remains to prove that the algebra (� , x2 + ax+ b) is nontrivial and not isomorphic to the algebras
listed above. In case IV we have (� , x2+ax+b) �� 1, (� , x(x2+ax+b)) �� 1, (� , (x− � ku)(x2+ax+b)) �� 1
by lemma 3. In IV.1 (� , x(x − � ku)(x2 + ax + b)) �� 1 by the same reason. The extension of constants
by @ � leaves us in case IV.2, so that (� , x2 + ax + b) �� ( �(7 x). After this extension we also have that
(�O�'7 x) � ( �'7 x) �� (� , x2 + ax+ b).

Finally, let us compare the algebra (� , x2 + ax + b) with the others in case V . First of all, (� , x2 +
ax+ b) �� 1 and (� , (x2 + ax+ b)x(x− � k1u1)) �� 1 by analogy with IV . After the extension of constants
by @ � we are not in the same case because the polynomial x2 + ax + b splits after this extension. But
the algebra (� , x2 + ax + b) is still nontrivial in view of lemma 3. So this algebra is not isomorphic
to ( �'7 x), ( �'7 x − � k1u1) and ( �'7 x(x − � k1u1)). To complete the proof one only need to check that
(� , x2 + ax + b) is not isomorphic to (� , x), (�O�'7 x) in V.2 and (� , x), (� , x − � k1u1)) in V.3. In V.2 we
have f(� k1w) � b(w−u1), where w is as above. Let p = IrrK|k(� k1w). Then (� , x)p � (�O�'7 x)p � (� , w),
(� , x2 + ax+ b)p � (� , b). If we require

b(w − u1) � 1,
bw �� 1,

then (� , x)p � (�O�'7 x)p �� (� , x2 + ax+ b)p.
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Consider subcase V.3. Let k1 = k2. To prove that (� , x2 + ax+ b) �� (� , x), (� , x− � k1u1) we need to
solve the systems

bw1 �� 1,
(w1 − u1)(w1 − u2) �� 1

and
b(w2 − u1) �� 1,
w2(w2 − u2) �� 1.

By the same way one can prove (� , x2 + ax + b) �� (� , x), provided k1 < k2. Finally, in this case
(� , (x2 + ax+ b)(x− � k1u1))x � (� ,−bu1) �� 1.

Theorem 13 Let f be as in cases V I or V II. Then the group 2BrC is generated by the classes of the
algebra (� , � ), and classes of the following algebras.

• Case V I. (� , x+ e1), (� , x+ e2).

• Case V II. (� , x+ e) and ( �'7 x+ e) if −e � 1, (� , x+ e� ) if −e �� 1.

and

1. ( �'7 x2 − � ku) if m 0 k/2, k 5 1 (mod 2).

2. (� , x2 − � ku) if m 0 k/2, k 5 0 (mod 4).

3. (� E, x− � k/2w) if m 0 k/2, k 5 2 (mod 4).

4. (� uve1e2, x) if m < k/2, k 5 1 (mod 2), m 5 0 (mod 2).

5. (� E, x− � k/2w) if m < k/2, k 5 0 (mod 2), m 5 1 (mod 2).

6. ( �'7 x− � mv) if m < k/2, k 5 m 5 1 (mod 2), uve1e2 � 1.

7. ( �'7 x) if m < k/2, k 5 m 5 1 (mod 2), uve1e2 �� 1.

8. (� , x2 − � ku) if m < k/2, k 5 m 5 0 (mod 2), −ve1e2 �� 1.

9. ( �'7 x− � k/2w) if m < k/2, k 5 m 5 0 (mod 2), −ve1e2 � 1,

where w � O �k, w2 − u �� 1, E is chosen such that f(� k/2w) � � E, and in case V II the units e1 and e2
must be omitted in all algebras and conditions listed above.

Proof. The algebras (� , x+ e1), (� , x+ e2), (� , (x + e1)(x + e2)) are nontrivial in case V I. The same is
true for the algebras (� , x+ e) and (� , x+ e� ) in case V II. In the last case we also have

¯� , x+ ē

k̄(Ẽ) x+ē
� ¯� , x+ ē

k̄( @ x) x+ē
� ¯� , x+ ē

k̄ = x+ ē > ( @ −ē) �� 1,

provided −e � 1. Moreover, then the extension by @ � does not split (� , x + e), so (�O�'7 x + e) �� 1. If
−e �� 1, then (� , (x+ e)(x + e� ))x+e � (� , (x2 − � ku)(x− � mv))x+e � (� ,−e) �� 1.

Let us consider now the remaining algebra simultaneously in both cases.
1. ( �(7 x2 − � ku)x− � mv �� 1. Furthermore, ( �'7 x2 − � ku) �� (� , x + ei), (� , (x + e1)(x + e1)) in case V I
since the last two algebras do not split after the extension by @ � . For the same reason ( �'7 x2 − � ku) ��
(� , x+ e), (� , x+ e� ), and (�O�'7 x+ e) in case V II. We have also ( �(7 x+ e)x− � mv � 1, so that ( �'7 x+ e) ��
( �'7 x2 − � ku) and (� , (x+ e)(x+ e� ))x− � mv � (� , ee� ) � 1, so that ( �'7 x2 − � ku) �� (� , (x+ e)(x + e� )).
2. Let w � O �K such that

w2 − u �� 1,

a(w − v� m−k/2) �� 1,
where a =

e1e2 in V I,
1, in V II.

Then f(� k/2w) � 1 and (� , x2 − � ku)p �� 1, where p = IrrK|k(� k/2w). Let now w0 � O �K such that

w2
0 − u � 1,

a(w0 − v� m−k/2) � 1,
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Then f(� k/2w) � 1 and (� , x2 − � ku)p0 � 1, where p0 = IrrK|k(� k/2w0). In case ei � 1 we have

(� , x2 − � ku)p �� (� , x+ei)p and if ei �� 1, then (� , x2 − � ku)p0 �� (� , x+ei)p0 . In any case (� , x2 − � ku) ��
(� , x+ei). By the same way one can check that (� , x2 − � ku) �� (� , (x+e1)(x+e2)), (� , x+e), (� , x+e� )
and (� , (x + e)(x + e� )). Finally, (� , x2 − � ku) �� (�O�'7 x + e), ( �'7 x+ e) since two last algebras do not
split by @ � .
3.

(� E, x− � k/2w)x2− � ku � � , w − @ u
k( @ u) = D(x2 − � ku) > �� 1.

To finish the consideration of this subcase it is enough to observe that the completion in x2 − � ku splits
any other algebra from the list.
4. f(0) � � uve1e2, so the algebra (� uve1e2, x) is unramified. Let w be from O �K and q = IrrK|k(� mw).
Then f(� mw) � e1e2(w − v) in V I or w − v in V II. Furthermore, (� uve1e2, x)q � (� uve1e2, w). If we
require w �� 1 and e1e2(w − v) � 1, then (� uve1e2, x)q �� 1. Similarly, if wei �� 1 and e1e2(w − v) � 1,
then (� uve1e2, x)q �� (� , x + ei)q. By analogy we can prove that (� uve1e2, x) is not isomorphic to the
remaining algebras.
5. This case can be considered similarly to case 3.
6. f(0) � uve1e2 (or uv in V II) � 1. Therefore ( �(7 x− � mv)x � ( �'78� m) �� 1. The extension by @ � does
not split the algebras (� , x+ ei), (� , x+ e), (� , x+ e� ), (� , (x+ e1)(x+ e2)), (�O�'7 x+ e). So it is "$#�	�����
�� t
to check that ( �'7 x− � mv) �� ( �'7 x+ e), (� , (x + e)(x + e� )). But this is true in view of ( �'7 x + e)x � 1
and (� , (x+ e)(x + e� ))x � 1.
7. The algebra ( �'7 x) is unramified since f(0) � � . ( �'7 x)x− � mv � ( �'7$� mv) �� 1. In case V I the
extension by @ � does not split the algebras (� , x + ei), (� , (x + e1)(x + e2)) since this extension leaves
us in case V I. The same holds for the algebras (� , x+ e), (�O�'7 x+ e) and (� , x+ e� ). Indeed, after this
extension (�O�'7 x+ e) � (� , x+ e) �� 1 since we are in V II again. And (� , x+ e� ) is also nontrivial after
the extension because of the units e and e� are symmetrical. Finally, ( �'7 x + e)x− � mv � ( �'7 e) � 1 and
(� , (x+ e)(x + e� ))x− � mv � 1.
8. f(� k/2w) � −ve1e2(w2 − u) � 1, provided w2 − u �� 1. Thus (� , x2 − � ku)x− � k/2w �� 1. The algebras
(� , (x2 − � ku)(x+ ei)), (� , (x2 − � ku)(x+ e)), (� , (x2 − � ku)(x+ e� )), (� , (x2 − � ku)(x+ e1)(x+ e2)) are
nontrivial by lemma 3. We only need to prove (� , x2 − � ku) �� (� , (x+ e)(x+ e� )), ( �'7 x+ e), (�O�'7 x+ e).
But two last algebras do not split after the extension by @ � because this extension leaves us in case
V II,−e � 1. Finally, (� , (x+ e)(x + e� ))x−� k/2w � 1.

9. f(� k/2w) � � , so the algebra ( �'7 x − � k/2w) is unramified. Let q = Irrk( 3] � )|k(� m 3@ � ). Then

f(� m 3@ � ) � −ve1e2 � 1. Hence

( �(7 x− � k/2w)q � � , 3@ �
k( 3@ � ) = q > �� 1.

Since the extension by @ � leaves us in the current subcase, in order to complete the proof one only need
to check that ( �(7 x− � k/2w) �� ( �'7 x+ e). But this holds since ( �'7 x+ e)q � ( �'7 e) � 1.

Theorem 14 Let f be as in case V III. Then the group 2BrC is generated by the classes of the algebra
(� , � ), and the classes of the following algebras (li = x− � mivi).

• (� , l1), (� , x+ e) if e �� 1.

• (� , l1), ( �(7 l1) if e � 1.

and

1. ( �'7 x2 − � ku) if k/2 < m1, e � 1, k 5 1 (mod 2).

2. (� , x2 − � ku) if k/2 < m1, e � 1, k 5 0 (mod 2) and −1 � 1.

3. ( �'7 x− � k/2w) if k/2 < m1, e � 1, k 5 0 (mod 2) and −1 �� 1.

4. (� , x2 − � ku) if k/2 < m1, e �� 1, k 5 0 (mod 2) and −1 �� 1.
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5. ( �'7 l1) if k/2 < m1, e �� 1, k 5 0 (mod 2) and −1 � 1.

6. ( �'7 l1) if k/2 < m1, e �� 1, k 5 1 (mod 2).

7. (� , x2 − � ku) if k/2 = m1 and either m1 < m2 or v̄1 �= v̄2.

8. (� , x2 − � ku) if k/2 = m1 = m2, v̄1 = v̄2 and e(v2
1 − u) �� 1.

9. ( �'7 l1) if k/2 = m1 = m2, v̄1 = v̄2 and e �� 1, v2
1 − u �� 1.

10. ( �'7 x− � k/2w) if k/2 = m1 = m2, v̄1 = v̄2 and e � 1, v2
1 − u � 1.

11. ( �'7 x2 − � ku) if m1 < k/2 + m2, k 5 1 (mod 2).

12. (� , x2 − � ku) if m1 < k/2 + m2, k 5 0 (mod 2) and m1 + k/2 5 0 (mod 2).

13. (� E, x− � k/2w) if m1 < k/2 + m2, k 5 0 (mod 2) and m1 + k/2 5 1 (mod 2).

14. (� E, x− � k/2w) if m2 < k/2, m1 +m2 5 1 (mod 2), k 5 0 (mod 2).

15. ( �'7 x2 − � ku) if m2 < k/2, m1 +m2 5 1 (mod 2), k 5 1 (mod 2) and −ev1v2u � 1.

16. ( �'7 x) if m2 < k/2, m1 +m2 5 1 (mod 2), k 5 1 (mod 2) and −ev1v2u �� 1.

17. (� F, x) if m2 < k/2, m1 +m2 5 0 (mod 2), k 5 1 (mod 2), where F � O �k, � F � f(0).

18. (� , x2 − � ku) if m2 < k/2, m1 +m2 5 0 (mod 2), k 5 0 (mod 2), ev1v2 �� 1.

19. ( �'7 x− � k/2w) if m2 < k/2, m1 +m2 5 0 (mod 2), k 5 0 (mod 2), ev1v2 � 1,

where w � O �k, w2 − u �� 1 and E is chosen such that f(� k/2w) � � E.

Proof. In view of lemma 3 the algebras (� , l1) and (� , l1(x+e)) are nontrivial. Furthermore, (� , x+e)l1 ��
1, provided e �� 1. After the extension by @ � we have (�O�'7 l1) � (� , l1) �� 1. Finally, f( 3@ � ) � e, so in
case e � 1

( �(7 l1)x3− � � � , 3@ �
k( 3@ � ) = x3 − �c> �� 1.

Consider now the third generator.
1. The algebra ( �(7 x2 − � ku) is nontrivial since ( �'7 x2 − � ku)l1 �� 1. ( �'7 x2 − � ku)x3− � � 1, on the
other hand ( �'7 l1)x3− � �� 1, therefore these algebras are not isomorphic. The algebra ( �'7 x2 − � ku) is not
isomorphic to (� , l1), (�O�(7 l1) because the extension by @ � does not split two last algebras.
2. (� , x2 − � ku)l1 � (� ,−u) �� 1. By lemma 3 (� , x2 − � ku) �� (� , l1). Since after the extension by @ �
one has (�O�'7 l1) � ( �'7 l1) �� 1, it follows that (� , x2 − � ku) is not isomorphic to these algebras.
3. Because of f(� k/2w) � � the algebra ( �'7 x− � k/2w)) is unramified. Moreover, ( �'7 x− � k/2w))x3− � �� 1.
Let q = Irrk( 3] � )|k(� s), where s = k/2 + 1/3. Then f(� s) � 1, therefore

( �'7 x− � k/2w)q � � , ( 3@ � )k/2

k( 3@ � ) = q > and ( �'7 l1)q � � , ( 3@ � )s

k( 3@ � ) = q > ,

so ( �'7 x− � k/2w)q �� ( �(7 l1)q. To complete the consideration of this subcase it is enough to observe that
after the extension by @ � we have (� , l1) � 1 �� ( �'7 x− � k/2w) and (�O�'7 l1) � ( �'7 l1) �� ( �'7 x− � k/2w).
4. f(� k/2w)) � e(w2 −u) � 1 and (� , x2− � ku)x− � k/2w �� 1. By lemma 3 (� , x2− � ku) �� (� , l1), (� , l1(x+
e)). Finally, (� , x2 − � ku)l1 � 1 �� (� , x+ e)l1 .
5. Let

� =
1, if k 5 0 (mod 4),
2, if k 5 2 (mod 4),

q = Irrk( 3] � )|k(� k/2+*Ui 3). Then f(� k/2+ *$i 3) � 1 and

( �(7 l1)q � � , � k/2+ *$i 3
k( 3@ � ) = q > � � , 3@ �

k( 3@ � ) = q > �� 1.
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The algebra ( �'7 l1) is not isomorphic to the remaining algebras since the extension by @ � leaves us in
the current subcase and therefore it does not split this algebra.
6. Since the extension by @ � leaves us in case V III, the algebras (� , l1) and (� , l1(x + e)) do not
split by this extension, so they are not isomorphic to ( �'7 l1). Furthermore, if m1 < m2 or v̄1 �= v̄2,
then ( �'7 l1)l2 � ( �'7$� m1) and ( �(7 l1)l1 � ( �'7 (x2 − � ku)l2(x + e))l1 � ( �'7$� m1+1). One of these two
algebras is nontrivial. Thus ( �'7 l1) �� 1. Let now m1 = m2 and v2 = v1 + � s ` , s > 0, `j� O �k. Then
( �'7 l1)l2 � ( �(7$� m1+s) and ( �(7 l1)l1 � ( �'78� m1+s+1), so that the algebra ( �'7 l1) is nontrivial again. It
remains to check that ( �'7 l1) �� (� , x+ e). But (� , x+ e)l1 �� 1 and (� , x+ e)l2 �� 1. On the other hand,
among the algebras ( �'7 l1)l1 and ( �'7 l1)l2 a trivial one exists.
7. f(� k/2w) � (w2 − u)(w − v1)(w − v2� m2−m1 ). If we require

w2 − u �� 1,
(w − v1)(w − v2� m2−m1 ) �� 1,

w � O �K, w̄ �= v̄1, v̄2, p = IrrK|k(� k/2w), then f(� k/2w) � 1 and (� , x2 − � ku)p �� 1. As we already had

seen above, (� , x2 − � ku) �� (� , l1), (� , l1(x+ e)) by lemma 3. If

w2
0 − u � 1,

(w0 − v1)(w0 − v2 � m2−m1) � 1,

w0 � O �K, w̄0 �= v̄1, v̄2, p0 = IrrK|k(� k/2w0), then f(� k/2w0) � 1 and (� , x2 − � ku)p0 � 1. But
(� , x+ e)p0 � (� , e) �� 1, provided e �� 1. Thus in case e �� 1 we are done. Case e � 1 can be considered
by analogy with subcase 2.
8. Let e �� 1, v2

1 − u � 1. There exists w � O �k such that w2 − u �� 1. So (� , x2 − � ku)x− � k/2w �
(� , w2 − u) �� 1 since f(� k/2w) � (w2 − u)e � 1. If e � 1, v2

1 − u �� 1, then (� , x2 − � ku)x−� m1v1 �
(� , v2

1 −u) �� 1. Let us check that the algebra (� , x2 − � ku) is not isomorphic to the other ones. If e �� 1,
then (� , x2 − � ku) �� (� , l1), (� , l1(x+ e)) as above. We also have (� , x2 − � ku)x−� m1v1 � (� , v2

1 − u) � 1
and (� , x+ e)x− � m1v1 � (� , e) �� 1. Let now e � 1. Then one can argue as in subcase 2.
9. Let

� =
1, if k 5 0 (mod 4),
2, if k 5 2 (mod 4),

 = � k/2(v1 + ( 3@ � ) * ), q = Irrk( 3] � )|k(  ). Then f(  ) � (v2
1 − u)e � 1 and

( �'7 l1)q � � , ( 3@ � )m1+ *
k( 3@ � ) = q > �� 1.

( �'7 l1) �� (� , l1), (� , x+ e), (� , l1(x + e)) since the extension by @ � leaves us in the current subcase and
therefore it does not split the algebra ( �(7 l1).
10. The algebra ( �'7 x − � k/2w) is unramified. f( 3@ � ) � e � 1 so ( �(7 x − � k/2w)x3− � �� 1. After
the extension by @ � we are in the current subcase again, therefore it is enough only to prove that
( �'7 x − � k/2w) �� ( �'7 l1). To check this fact assume  0 = � k/2(v1 + 3@ � ), q0 = Irrk( 3] � )|k(  0). Then
f(  0) � 1 and

( �'7 l1)q0 � � , ( 3@ � )k/2+1

k( 3@ � ) = q0 > and ( �'7 x− � k/2w)q0 � � , ( 3@ � )k/2

k( 3@ � ) = q0 > .

11. ( �'7 x2 − � ku)l2 � ( �'78� k) �� 1. If e � 1, then @ � does not split (� , l1) and (�O�'7 l1) so that these
algebras are not isomorphic to ( �'7 x2− � ku). Moreover, ( �'7 x2 − � ku)x3− � �� ( �'7 l1)x3− � . Let e �� 1. Then
we have ( �'7 x2 − � ku) �� (� , l1), (� , l1(x+ e)). Finally, ( �'7 x2 − � ku)l1 � 1, but (� , x+ e)l1 �� 1.
12. Let w � O �K such that

w2 − u �� 1,

−v1e(w − v2 � m2−k/2) �� 1,

then f(� k/2w) � 1 and (� , x2− � ku)IrrK|k (� k/2w) �� 1. If e �� 1, then (� , x2− � ku) �� (� , l1), (� , l1(x+e)).

We also have (� , x2 − � ku)l1 � 1 and (� , x + e)l1 �� 1. If e � 1, then the extension by @ � leaves us in
subcase 12, so we can argue as in subcase 2.
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13. The algebra (� E, x− � k/2w) is unramified by the choice of E.

(� E, x− � k/2w)x2− � ku � � E , � k/2( @ u− w)

k( @ u) = x2 − � ku > ( � (x2 − � ku)) �

� � , w − @ u
k( @ u) = � (x2 − � ku) > �� 1.

On the other hand,

(� , l1)x2−� ku � � , −� m1v1

k( @ u) = � (x2 − � ku) > � 1.

The same is true for the algebras (� , x+ e), (� , l1(x + e)), ( �'7 l1) and (�O�'7 l1).
14. This case is totally similar to the previous one.
15. f(0) � 1, so ( �'7 x2 − � ku)x � ( �'7$� k) �� 1. The extension by @ � does not split (� , l1), (�O�'7 l1),
(� , l1(x+ e)) in the corresponding cases, therefore ( �'7 x2 − � ku) is not isomorphic to them. If e � 1, then
( �'7 l1)x3− � �� ( �'7 x2 − � ku)x3−� . Finally, if e �� 1, then (� , x+ e)l1 �� ( �'7 x2 − � ku)l1 .
16. f(0) � −ev1v2u � � . Thus the algebra ( �'7 x) is unramified. We have also

( �'7 x)x2−� ku � � , @ � ku
k( @ � u) = x2 − � ku > ( − � (x2 − � ku)) �

� � , @ � u
k( @ � u) = − � (x2 − � ku) > �� 1.

As it was already noticed, the other algebras are trivial after completion at x2 − � ku.
17. The algebra (F � , x) is unramified by the choice of F . Let fk� O �K , K be as above, fl�� 1, f + e � 1,
and r = IrrK|k(f ). Then

(F � , x)r � F � , f
K = r > �� 1,

since f(f ) � f +e � 1. On the other hand, ( �(7 l1)q � ( �'7$f ) � 1 and (� , x+e)q � (� , f +e) � 1. Let firstly
m1 < m2 or v̄1 �= v̄2. Then for w � O �K , w̄ �= v̄1, v̄2 we have f(� m2w) � −e(w− v2)(v1 −w� m2−m1). Let
p = IrrK|k(� m2w). Then (� , l1)p � (� , (−1)m1+1(v1 − w� m2−m1 )) and (F � , x)p � (� , (−F )m2w). We
require

−e(w − v2)(v1 − w� m2−m1 ) � 1,
−Fm2w(v1 − w� m2−m1 ) �� 1.

Then (� , l1)p �� (F � , x)p. Similarly one can check (�O�'7 l1) �� (F � , x) and (� , l1(x+e)) �� (F � , x). Consider
now the case m1 = m2, v2 = v1 + � rµ, r > 0, µ � O �k. Suppose w � O �K , w̄ �= µ̄, s = IrrK|k(� m2 (v1 +
� rw)). Then f(� m2 (v1 + � rw)) � ew(w − µ), (� , l1)s � (� , (−1)m1+rw) and (F � , x)s � (� , (−F )m1v1).
If we require

ew(w − µ) � 1,
(−1)rFm1v1w �� 1,

then (� , l1)s �� (F � , x)s. For the remaining algebras the arguments are similar.
18. If w � O �k, w2 − u �� 1, then (� , x2 − � ku)x− � k/2w �� 1 in view of f(� k/2w) � ev1v2(w

2 − u) � 1.
Let f and r be from the previous case, then (� , l1)r �� 1, (� , l1(x + e))r �� 1 and (�O�'7 l1)r �� 1, but
(� , x2 − � ku)r � 1. The extension by @ � leaves us in the current case, so it does not split ( �'7 l1),
provided e � 1, but it splits (� , x2 − � ku). Finally, (� , x+ e)l1 �� (� , x2 − � ku)l1 if e �� 1.
19. f(� k/2w) � ev1v2(w

2 − u) � � , hence the algebra ( �'7 x− � k/2w) is unramified. If

� =
1, if m2 5 0 (mod 2),
2, if m2 5 1 (mod 2),

32



then f(� m2+*Ui 3) � ev1v2 � 1. Assume p = Irrk( 3] � )|k(� m2+ *$i 3). Then

( �'7 x− � k/2w)p � � , ( 3@ � )m2+ *
k( 3@ � ) = p > �� 1.

Since the extension by @ � leaves us in case 19, it does not split the algebra ( �'7 x − � k/2w). Hence
( �'7 x − � k/2w) �� (� , l1), (� , x + e), (� , l1(x + e)). Since after this extension (�O�'7 l1) � ( �'7 l1), it is
enough to show that ( �'7 x − � k/2w) �� ( �'7 l1), provided e � 1. Let p0 = Irrk( 3] � )|k(� m2+1/3). Then

f(� m2+1/3) � 1 as above and

( �'7 x− � k/2w)p0 � � , ( 3@ � )m2+1

k( 3@ � ) = p0 > , ( �'7 l1)p0 � � , ( 3@ � )m1

k( 3@ � ) = p0 > .

Because of m1 5 m2 (mod 2) we have ( �'7 x− � k/2w)p0 �� ( �'7 l1)p0 and the theorem is proved.
Without loss of generality one can assume that in case IX either 0 < k < 4 and k/2 + m1 (case

IX.1) or m1 = 1, k > 2 (case IX.2). Let li = x− � kivi, i = 1, 2, 3.

Theorem 15 Let f be as in case IX.1 and as soon as m1 = m2 = m3, then v̄3 �= v̄i, i = 1, 2. Then the
group 2Br C is generated by the class of the algebra (� , � ) and the classes of the following algebras.

1. ( �'7 x2 − � ku), ( �'7 l1), ( �'7 l2), if

k 5 1 (mod 2), m1 5 0 (mod 2).

2. (� E, pw), ( �(7 l1), ( �'7 l2), if

k 5 0 (mod 2), m1 5 1 (mod 2).

3. (� E, pw), ( �(7 l2), (� , l2), if

k 5 m1 5 0 (mod 2), m1 < m2, uv1 � 1.

4. ( �'7 x2 − � ku), ( �'7 l2), (� , l2), if

k 5 m1 5 1 (mod 2), m1 < m2, uv1 � 1.

5. k 5 m1 5 1 (mod 2), and if m1 < m2, then uv1 �� 1.

a) ( �'7 x2 − � ku), (� , l1), ( �(7 l1),
if m1 = m2, v̄1 = v̄2 and m = −u(v1 − v3 � m3−m1 ) � 1.

b) ( �'7 x2 − � ku), (� , l1), (� , l2), otherwise.

6. k 5 m1 5 0 (mod 2), and if m1 < m2, then uv1 �� 1.

a) (� E, pw), (� , l1), ( �'7 l1),
if m1 = m2, v̄1 = v̄2 and m � 1.

b) (� E, pw), (� , l1), (� , l2), otherwise,

where w � O �K satisfies the following conditions. If m1 > 1, then w � O �k, w2 − u �� 1, E = ��h , and
pw = x− � w. If m1 = 1, then

• If 1 < m2, then
w2 − u �� 1,
w(w − v1) � 1.

• If 1 = m2 < m3, then
(w2 − u)(w − v1)w �� 1,
(w2 − u)(w − v2)w �� 1,
(w2 − u)(w − v1)(w − v2) �� 1.
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• If 1 = m2 = m3, then
(w2 − u)(w − v1)(w − v2) �� 1,
(w2 − u)(w − v1)(w − v3) �� 1,
(w2 − u)(w − v2)(w − v3) �� 1

for a suitable unramified odd degree extension K|k, pw = IrrK|k(� w), E = NK|k(E0), and E0 � O �K is
such that f(� w) � � E0 in K.

It is convenient to divide the proof into several parts. We assume in the following lemmas that all
conditions of the above theorem are satisfied.

Lemma 16 If k 5 1 (mod 2), then the algebra ( �(7 x2 − � ku) is unramified and nontrivial. Otherwise, the
same is true for the algebra (� E, pw), where w and pw are from the above theorem.

We have ( �'7 x2 − � ku)li � ( �'78� k) �� 1, since k < 2mi, i = 1, 2, 3. If k = 2, m1 > 1, then f(� w) �� w(w2 − u) � � E and the algebra (� E, x− � w) is unramified. (� E, x − � w)li � (�O��h ,−� w) �� 1. Let
now k = 2, m1 = 1. Then

f(� w) � � (w2 − u)(w − v1)(w − � m2−1v2)(w − � m3−1v3).

Let w̄ �= v̄1 and if mi = 1, then w̄ �= v̄i. Then f(� w) � � E0, E0 � O �K, where

E0 =
(w2 − u)(w − v1), if 1 < m2,
(w2 − u)(w − v1)(w − v2)w, if 1 = m2 < m3,
(w2 − u)(w − v1)(w − v2)(w − v3), if 1 = m2 = m3.

We have

(� E, pw)pw � � E0 , pw

K( @ � E0) = pw > � 1,

since E = NK|k(E0) � E0 in K. So the algebra (� E, pw) is unramified. Let us require (� E, pw)li ��
1, i = 1, 2, 3. Then

(� E, pw)li � (� , NK|k(E0(w − vi))),

(� E, pw)l2 � (� , NK|k(E0(w − v1 � mi−1))), i = 2, 3,

and these algebras are nontrivial ��R E0(w − v1) �� 1 and E0(w − vi) �� 1, provided mi = 1 or E0w �� 1,
provided mi > 1, i = 2, 3. It just gives the conditions on w from the theorem. These conditions can
always be satisfied by lemma 6. The lemma is proved.

Lemma 17 If k �5 m1 (mod 2), then the classes of the algebras (� , � ), ( �'7 l1), ( �(7 l2) together with the
class of the algebra from lemma 16 give all generators of 2BrC.

Proof. Let firstly k/2 < m1. Then ( �(7 l1)l1 � ( �'7 (x2 − � ku)l2l3)l1 � ( �'7$� k+m1 l2(� m1v1)) �
( �'7$� l2(� m1v1)) and ( �'7 l1)l2 � ( �'7 l2(� m1 v1)). Thus exactly one of the algebras ( �'7 l1)l1 and ( �(7 l1)l2
is nontrivial. Since the algebra from lemma 16 is nontrivial at l1, l2, the algebra ( �'7 l1) is not isomorphic
to it. Let now k = 2, m1 = 1. Then ( �(7 l1)l1 � ( �'78� l2(� m1v1)) �� ( �'7 l1)l2 again.

Consider the algebras ( �'7 l2) and ( �'7 l1l2). We have

( �'7 l2)l1 � ( �'7 l2(� m1v1)), ( �'7 l2)l2 � ( �'7$� k+m2 l2(� m1v1)), ( �'7 l2)l3 � ( �'78� m2),

( �'7 l1l2)l2 � ( �(7 (x2 − � ku)l3)l2 � ( �'7$� k+m2), ( �'7 l1l2)l3 � ( �(7$� m1+m2 ).

Hence ( �'7 l1l2)l2 �� ( �'7 l1l2)l3 . This means that ( �'7 l1l2) �� 1 and ( �'7 l1l2) is not isomorphic to the
algebra from lemma 16. Moreover, if m1 5 m2 (mod 2), then ( �'7 l2)l2 � ( �'7$� l2(� m1v1)) �� ( �'7 l2)l1 and
( �'7 l2)l2 � ( �'7 l2(� m1v1)) � ( �'78� m1) �� ( �'7 l2)l3 otherwise, since in this case m1 < m2. The lemma is
proved.

Lemma 18 If k 5 m1 (mod 2), m1 < m2, uv1 � 1, then the classes of the algebras (� , � ), ( �(7 l2), (� , l2)
together with the class of the algebra from lemma 16 give all generators of 2BrC.
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Proof. Let �-� {1, 2}, `n� O �k,  = � m1 ( 3@ � ) *U` , and p = Irrk( 3] � )|k(  ). Then f(  ) � � k+m1uv1 � 1.
Assume A � {� , �'7$�O� }. Then

(A, l2)p � A ,  
k( 3@ � ) = p > � A , ( 3@ � )m1+ *U`

k( 3@ � ) = p > ,

and for any A we are always able to find � and ` such that (A, l2)p �� 1. Let now compare the algebras
(A, l2) with the algebra from lemma 16. Assume that � and ` are such that (A, l2)p � 1. In view of
k/2 < m1 + � 3 and k/2 < m2 we have that the algebra from lemma 16 is nontrivial at p because it is
nontrivial at l2. This completes the proof of the lemma.

Lemma 19 Let k 5 m1 (mod 2) and if m1 < m2, then uv1 �� 1. Then the classes of the algebras (� , � ),
(� , l1), the class of the algebra from lemma 16 and the class of the following algebra give all generators
of 2BrC.

• (� , l2), if m1 < m2 or v̄1 �= v̄2.

• (� , l2), if m1 = m2, v̄1 = v̄2 and mC�� 1.

• ( �'7 l1), if m1 = m2, v̄1 = v̄2 and m � 1.

Proof. In this case k/2 < m1. If m1 < m2, then (� , l1)l1 � (� ,−� ku) and (� , l1)l2 � (� ,−� m1v1) �
(� ,−� kv1). Since uv1 �� 1 we have that among the algebras (� , l1)l1 and (� , l1)l2 there is just one trivial
algebra. So (� , l1) �� 1 and (� , l1) is not isomorphic to the algebra from lemma 16. Let now m1 = m2

and µi � O �K . Then f(� m1µi) � −u(µi − v1)(µi − v2)(µi − v3 � m3−m1 ). If pi = IrrK|k(� m1µi), then
(� , l1)pi � (� , (−1)m1 (µi − v1)). One can find K, µ1, and µ2 such that f(� m1µ1) � f(� m1µ2) � 1 and
(� , l1)p1 �� 1, (� , l1)p2 � 1. Since the algebra from lemma 16 is not trivial at p2 we have again that
(� , l1) �� 1 and (� , l1) is not isomorphic to this algebra.

Let us describe the last generator. Consider firstly the case m1 < m2. Then f(� m1µi) � −u(µi− v1).
If µi and pi are such that −u(µi − v1) � 1, i = 1, 2, 3, 4, (−1)m1µ1 � 1, (−1)m1µ2 �� 1, µ3 �� −u, and
µ4 � −u, then (� , l2)p1 � (� , (−1)m1µ) � 1, (� , l2)p2 �� 1, (� , l1l2)p3 � (� , µ3(µ3 − v1)) � (� ,−uµ3) �� 1
and (� , l1l2)p4 � 1. Thus (� , l2) �� 1, (� , l2) �� (� , l1), (� , l2) is not isomorphic to the algebra from
lemma 16 and (� , l1l2) is not.

Let m1 = m2. Then (� , l2) �� 1 and (� , l2) is not isomorphic to the algebra from lemma 16 in view
of the symmetry for the algebras (� , l1) and (� , l2). Let v̄1 �= v̄2. Then one can find µ1, µ2 such that
f(� m1µ1) � 1, i = 1, 2 and (µ1 −v1)(µ1 −v2) �� 1, (µ2 −v1)(µ2 −v2) � 1. This means that (� , l1l2)p1 �� 1
and (� , l1l2)p2 � 1.

Let now v2 = v1 + � s` , q = IrrK|k(� m1 (v1 + � s f )), fg� O �K . Then f(� m1 (v1 + � s f )) � mof (f − ` ). If
mb�� 1, then we require f (f − ` ) �� 1. In this case f(� m1 (v1 + � s f )) � 1, (� , l1l2)q � (� , f (f − ` )) �� 1.
Moreover, (� , l1l2)l3 � (� , (� m3−m1v3 − v1)(� m3−m1v3 − v2)) � 1.

Finally, let m � 1. After the replacement of prime element e = �O� one can check that the algebra
(�O�'7 l1) is nontrivial and not isomorphic to the algebra from lemma 16. To complete the proof it is
"$#:	�����
�� t to show that the same is true for the algebra ( �'7 l1). If  i = � m1 (v1 + ( 3@ � )i), i = 1, 2,
ti = Irrk( 3] � )|k(  i), then f(  i) � m � 1, and

( �(7 l1)ti � � , ( 3@ � )m1+i

k( 3@ � ) = ti > .

So among the algebras ( �'7 l1)ti , i = 1, 2 there is exactly one nontrivial algebra. Since the algebra from
lemma 16 is nontrivial at t1 and t2, the lemma is proved.

Now the proof of the theorem follows immediately from lemmas 16–19.
Let us consider the remaining subcase of case IX.1. In this subcase one can assume that f(x) =

(x2 − � ku)(x− � mv)(x− � mv1)(x− � mv2), vi = v + � si ` i, ` i � O �k, i = 1, 2, 0 < s1 + s2 and if s1 = s2,
then ¯` 1 �= ¯` 2. Let l = x− � mv, li = x− � mvi, and

m =
9;` 1, if k/2 < m1,
(u− v2)̀ 1, otherwise.
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Theorem 16 Let f be as in case IX.1, m1 = m2 = m3, v̄1 = v̄2 = v̄3. Then the group 2BrC is
generated by the class of the algebra (� , � ) and the classes of the following algebras.

• A = ( �'7 x2 − � ku), if k 5 1 (mod 2).

• A = (� E, x− � w), if k = 2,

where w � O �k, w2 − u �� 1,

E =
��h , if m > 1,
� (w − v), if m = 1,

and

1. ( �'7 l), ( �'7 l1), if

k +m + s1 5 1 (mod 2).

2. (� , l), (� , l1), if

k +m + s1 5 0 (mod 2), s1 = s2.

3. (� , l), (� , l2), if

k +m + s1 5 0 (mod 2), s1 < s2, mC�� 1.

4. (� , l), ( �'7 l), if

k +m + s1 5 0 (mod 2), s1 < s2, m � 1,

Proof. If k is odd, then ( �'7 x2− � ku)l �� 1 and ( �'7 x2 − � ku)li �� 1, i = 1, 2. Let k = 2. Then f(� w) � � E
and the algebra A is unramified. We also have (� E, x− � w)l � (� , w2 − u) �� 1. By the same argument
(� E, x− � w)li �� 1. So A is nontrivial at l, l1, l2 in any case.

Observe that ( �'7 l)l � ( �'7$� k+s1+s2), ( �'7 l)l1 � ( �'78� m+s1), ( �'7 l)l2 � ( �'7$� m+s2), ( �'7 l1)l � ( �'7$� m+s1),
( �'7 l1)l1 � ( �'7$� k), ( �'7 l1)l2 � ( �'78� m+s1). Let k + m + s1 5 1 (mod 2). Then among the algebras ( �'7 l)l
and ( �'7 l)l2 there exists exactly one nontrivial algebra, so that ( �'7 l) �� 1 and ( �(7 l) �� A. The same is true
for the algebras ( �'7 l1)l1 and ( �'7 l1)l2 . Finally, ( �'7 ll1)l � ( �'7$� s1+s2+1) and ( �'7 ll1)l2 � ( �'78� s1+s2 ).

Let now k +m+ s1 5 0 (mod 2),  i = � m(v + � s1 f i), f i � O �K , pi = IrrK|k(  i),
p

=
−u, if k/2 < m,
v2 − u, otherwise.

Then

f(  i) �
p
(f i − ` 1), if s1 < s2,p f i(f i − ` 1)(f i − ` 2) otherwise.

Let us require f(  i) � 1, then (� , l)pi � (� , (−1)k f i). One can check that Api �� 1. There exist f 1, f 2

such that (−1)k f 1 �� 1, (−1)k f 2 � 1. Then (� , l)p1 �� 1 and (� , l)p2 �� Ap2 . Consider the case s1 = s2.
We have (� , l1)pi � (� , (−1)k(f i − ` 1)). One can always find an element f i such that

(−1)k(f 1 − ` 1) � 1,p
(−1)k f 1(f 1 − ` 2) � 1

=q (� , l1)p1 �� Ap1 .

(−1)k(f 2 − ` 1) �� 1,p
(−1)k f 2(f 2 − ` 2) �� 1

=q (� , l1)p2 �� 1.

f 3(f 3 − ` 1) �� 1,p
(f 3 − ` 2) �� 1

=q (� , l1)p3 �� (� , l1)p3 .

f 4(f 4 − ` 1) � 1,p
(f 4 − ` 2) � 1

=q (� , l1)p4 �� Ap4 L (� , l1)p4 .
Let now k + m + s1 5 0 (mod 2), s1 < s2, mB�� 1. Consider the algebra (� , l2). If v � = v + � s2 ` 2, then
f(x) = (x2 − � ku)(x − � mv � )(x − � m(v � + � s1 `��1))(x − � m(v � + � s2 `;�2)). So (� , l2) = (� , l � ) �� 1, A since
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we are in the case k+m+ s1 5 0 (mod 2) again. Furthermore, (� , ll2)l1 � (� , (� m+s1 ` 1)2) � 1, therefore
(� , ll2) �� A. We have also (� , ll2)l � (� , m ) �� 1.

Finally, let k + m + s1 5 0 (mod 2), s1 < s2, m � 1. If  i = � m(v + � s1( 3@ � )i), qi = Irrk( 3] � )|k(  i),
i = 1, 2, then f(  ) � m � 1 and

( �'7 l)qi � � , ( 3@ � )m+s1+i

k( 3@ � ) = qi > , Aqi �� 1.

Thus ( �'7 l) �� 1, A. To finish the proof one only need to check that (�O�'7 l) �� 1, A. But it is evident after
the replacing the prime element by e = ��� .

Theorem 17 Let f be as in case IX.2 Then the group 2BrC is generated by the class of the algebra
(� , � ) and the classes of the following algebras.

1. k/2 + m2. Two generators are ( �'7 l1), ( �'7 l2). The third one is

a) (� , l2) if k 5 1 (mod 2),

b) (� E, x− � k/2w) otherwise.

2. m2 < k/2 + m3. Two generators are ( �(7 l1), ( �'7 l2). The third one is

a) ( �'7 x2 − � ku) if k 5 1 (mod 2),

b) (� , l3) if k 5 0 (mod 2), m2 + k/2 5 1 (mod 2),

c) (� E, x− � k/2w) if k 5 0 (mod 2), m2 + k/2 5 0 (mod 2),

3. m3 < k/2 and if m2 = m3 = 1,then v̄3 �= v̄1, v̄3 �= v̄2. Two generators are ( �'7 l1), ( �'7 l2). The
third one is

a) (� E, x− � k/2w) if m2 +m3 5 k 5 0 (mod 2),

b) ( �'7 x− � k/2w) if m2 +m3 5 1 (mod 2), k 5 0 (mod 2) and −v1v2v3 � 1,

c) (� , x2 − � ku) if m2 +m3 5 1 (mod 2), k 5 0 (mod 2) and −v1v2v3 �� 1,

d) ( �'7 x2 − � ku) if m2 +m3 5 0 (mod 2), k 5 1 (mod 2) and uv1v2v3 � 1,

e) (f(0), x), otherwise.

4. m2 = m3 = 1 < k/2, vi = v1 + � si ` i, i = 2, 3, s2 + s3 and if s1 = s2, then ¯` 2 �= ¯` 3. Two generators
are

a) ( �'7 l1), ( �'7 l2) if s2 5 0 (mod 2),

b) (� , l1), (� , l2) if s2 = s3 5 1 (mod 2),

c) (� , l1), ( �'7 l1) if s2 5 1 (mod 2), s2 < s3 and −̀ 2 � 1,

d) (� , l1), (� , l3) if s2 5 1 (mod 2), s2 < s3 and −̀ 2 �� 1.

The third one is

� ) ( �'7 x2 − � ku), if k 5 1 (mod 2), uv1 � 1,

% ) ( �'7 x), if k 5 1 (mod 2), uv1 �� 1,
r ) (� E, x− � k/2w), if k 5 0 (mod 2),

where w � O �k, w2 − u �� 1, and E � O �k can be found from the condition f(� k/2w) � � E.

Proof.
1. We have ( �'7 l1)l2 � ( �'7 −� v1) �� 1, ( �'7 l2)l1 � ( �'7$� v1) �� 1 and ( �(7 l1l2)l1 � ( �(7 (x2 − � ku)l3)l1 �
( �'7 (� v1)2 � v1) �� 1.
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Assume firstly k 5 1 (mod 2). Suppose �,� {1, 2}, � 5 m2 (mod 2),  = � ( 3@ � )3m2−* and p =
Irrk( 3] � )|k(  ). Then 3k/2 < vk( 3] � )(  ) < 3m2. Let uv1 � 1. Then we have f(  ) � uv1 � 1. Thus

(� , l2)p � � ,  1
k( 3@ � ) = p > �

3@ � , �'s 2
k( 3@ � ) = p > �� 1.

So (� , l2) �� 1. If now uv1 is arbitrary, then after the extension by @ � we are still in subcase 1.a and
uv1 � 1, therefore the algebra (� , l2) is nontrivial again and it does not split by @ � . Hence (� , l2) ��
( �'7 l1), ( �'7 l2), ( �'7 l1l2).

Let now k 5 0 (mod 2). We have

(� E, x− � k/2w)x2− � ku � � , w − @ u
k( @ u) �� 1.

Since ( �(7 li)x2−� ku � 1 and ( �'7 l1l2)x2− � ku � 1, we are done.
2. ( �'7 l1)l3 �� 1, ( �'7 l1l2)l1 �� 1. If m2 > 1, then ( �'7 l2)l1 �� 1. If m2 = 1, then ( �(7 l2)l3 �� 1. Let us find
the last algebra. Consider the case k 5 1 (mod 2). ( �'7 x2 − � ku)l3 �� 1. We have also ( �'7 x2 − � ku)l1 �
1, ( �'7 l1l1)l1 �� 1. If eitherm2 > 1 or v̄1 �= v̄2, then ( �'7 l1)l2 �� ( �(7 x2−� ku)l2 and ( �'7 l2)l1 �� ( �'7 x2−� ku)l1 .
Let m2 = 1 and v̄1 = v̄2. Suppose  = � 3@ � . Then f(  ) � v1v2 � 1. So

( �(7 l1)x3−� 4 � � , −� v1
k( 3@ � ) = x3 − � 4 > �� 1, ( �'7 l2)x3− � 4 �� 1

but
( �'7 x2 − � ku)x3−� 4 � ( �'7H 2) � 1.

Let now k 5 0 (mod 2) and m2 + k/2 5 0 (mod 2). Then

(� E, x− � k/2w)x2−� ku � � , w − @ u
k( @ u) = x2 − � ku > �� 1.

To complete the consideration of subcase 2.c it is enough to observe that all other algebras split at
x2 − � ku.

Finally, if m2 +k/2 5 1 (mod 2), then f(� k/2wi) � v1v2(w
2
i −u)(w− � m3−k/2v3), where wi � O �K and

w̄i �= v̄3, provided m3 = k/2. For pi = IrrK|k(� k/2wi) we have (� , l3)pi � (� , (−1)k/2(w − � m3−k/2v3)).
Let us require

(−1)k/2(w1 − � m3−k/2v3) �� 1,

(−1)k/2v1v2(w
2
1 − u) �� 1,

(−1)k/2(w2 − � m3−k/2v3) � 1,

(−1)k/2v1v2(w
2
2 − u) � 1.

Then (� , l3)p1 �� 1, (� , l3)p2 � 1. Furthermore, the algebras (� , l1)p1 and (� , l1)p2 are either both trivial
or both nontrivial. The same is true for the algebras (� , l2)p1 , (� , l2)p2 and for the algebras (� , l1l2)p1 ,
(� , l1l2)p2 . So (� , l3) is not isomorphic to (� , li) and (� , l1l2).
3. We have ( �'7 l1)l3 �� 1, ( �'7 l2)l3 �� 1 and ( �(7 l1l2)l1 �� 1. If m2 +m3 and k are even, then one can argue
as in subcase 2.c.

Let m2 +m3 5 1 (mod 2), k 5 0 (mod 2) and −v1v2v3 � 1. Then f(� k/2w) � −v1v2v3(w2 − u) � � ,
so the algebra ( �(7 x− � k/2w) is unramified. Then f(  i) �  2i � 1 and

( �(7 x− � k/2w)pi � � ,  i
k( 3@ � ) = pi > ,

therefore there is just one nontrivial algebra among ( �'7 x − � k/2w)pi , i = 1, 2. In since the algebras
( �'7 l1)p1 , ( �(7 l1)p2 are either simultaneously trivial or simultaneously nontrivial, we have ( �'7 x− � k/2w) ��
( �'7 l1). By analogy ( �'7 x− � k/2w) �� ( �'7 l2), ( �'7 l1l2).

Let now −v1v2v3 �� 1. We have f(� k/2w) � −v1v2v3(w2 − u) � 1 and (� , x2 − � ku)x− � k/2w �
(� , w2 − u) �� 1. For any i (� , x2 − � ku)li � 1. On the other hand, ( �'7 l1)l3 �� 1, ( �(7 l1l2)l3 �� 1 and either
( �'7 l2)l1 �� 1 or ( �(7 l2)l3 �� 1.
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The case of even k is done. Let k be odd. Then f(0) � uv1v2v3� m2+m3 . If we are in subcase 3.d, then
f(0) � 1 and ( �(7 x2 − � ku)x �� 1. Moreover, ( �'7 x2 − � ku) �� ( �'7 li), ( �'7 l1l2) as in the previous subcase.

Finally, in 3.e the algebra (f(0), x) is unramified. Assume firstly that m2 + m3 5 0 (mod 2), so
f(0) � � ,

( �'7 x)x2−� ku � � , @ � u
k( @ � u) =Utu� (x2 − � ku) > �� 1.

On the other hand,

( �'7 l1)x2− � ku � � , −� v1
k( @ � u) =$tu� (x2 − � ku) > � 1 and ( �'7 l2)x2−� ku � ( �'7 l1l2)x2− � ku � 1.

Let now m2 + m3 5 1 (mod 2). To finish the consideration of case 3 it is "U#�	�����
�� t to prove that the
algebra (� uv1v2v3, x) does not split after the extension by @ � . This extension leaves us in subcase 3.e,
so we can assume that −1 � u � vi � 1. If  = � m3 3@ � w and p = Irrk( 3] � )|k(  ), then

(� , x)p �
3@ � , w

k( 3@ � ) = p > �� 1,

since f(  ) � −v1v2v3 � 1.
4. Consider case s2 5 0 (mod 2). We have ( �(7 l1)l2 � ( �(7$� s2+1) �� 1, ( �'7 l2)l1 � ( �'78� s2+1) �� 1, and
( �'7 l1l2)l2 � ( �'7 l3(x2 − � ku))l2 � ( �'78� s2+1) �� 1.

If s2 = s3 5 1 (mod 2), let  i = � (v1 + � s2µi), µi � O �K , pi = IrrK|k(  i), then f(  i) � µi(µi− ` 2)(µi−
` 3),

(� , l1)pi � � , µi
K( f(  i)) = pi > , (� , l2)pi � � , µi − ` 2

K( f(  i)) = pi > ,

(� , l1l2)pi � � , µi(µi − ` 2)
K( f(  i)) = pi >

.

If we require
µ1 �� 1,
(µ1 − ` 2)(µ1 − ` 3) �� 1,

µ2 − ` 2 �� 1,
µ2(µ2 − ` 3) �� 1,

µ3(µ3 − ` 2) �� 1,
µ3 − ` 3 �� 1,

then (� , l1)p1 �� 1, (� , l2)p2 �� 1, and (� , l1l2)p3 �� 1.
Let s1 be odd, s1 < s2 and  = � (v1 + � s2µ), µ � O �K, p = IrrK|k(  ), then f(  ) � µ − ` 2,

(� , l1)p � (� , µ). If
µ �� 1,
µ− ` 2 �� 1,

then (� , l1)p �� 1. Suppose f = � (v1 + � s2 3@ � ), q = Irr
k( 3@ ( � ))|k)(f ). In this case f(f ) � −̀ 2 and

( �'7 l1)q � � , � s2+1 3@ �
k( 3@ � )|k �� 1,

provided −̀ 2 � 1. After replacing the prime element e = �O� we have −̀;�2 = −̀ 2 � −s2−1 � 1, therefore we
are in the same subcase, hence (�O�'7 l1) = ( e27 l1) �� 1. Let now −̀ 2 �� 1. The replacement v �1 = v1 + � s3 ` 3
leaves us in the current subcase, so (� , l3) � (� , l �1) �� 1. (� , l1l3)l1 � (� , l2)l1 � (� , −̀ 2) �� 1.

So, two generators are found. To find the third one we can argue just by the same way as in subcase
3. To complete the proof it remains only to show that the third generator does not belong to the group
generated by the first two ones. This is true for the algebra from � ), because it is trivial everywhere in
this proof, where the algebras from the group, generated by algebras a)–d) are nontrivial. Finally, the
algebras from % and r ) are nontrivial at x2 − � ku, but the algebras from a)–d) are trivial there. The
theorem is proved.
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4 Splitting type (1,2,2).

This section is devoted to case deg f1 = deg f2 = 2, deg f3 = 1 and the reduction is bad.
The evident list of all cases under consideration according to the reduction type of f(x) is following

(f(x) = (x2 − � ku)((x− a)2 − p
)(x− e), k 0 0, u � O �k, a,

p
, e � Ok, � ku, p �� 1).

I. k = 0, a � Mk,
p � O �k, ū = ¯p .

II. k > 0,
p � O �k, e � O �k.

III. k > 0,
p � O �k, e � Mk.

IV . k > 0,
p � Mk, a � O �k, e � O �k, ā �= ē, k + v(

p
).

V . k > 0,
p � Mk, a � O �k, e � Mk.

V I. k > 0,
p � Mk, a � Mk, e � O �k, k + v(

p
).

V II. k > 0,
p � Mk, a � Mk, e � Mk, k + v(

p
).

Lemma 20
| 2Br C| = 8.

Theorem 18 Let f be as in case I. Then the group 2Br C is generated by the classes of the algebras
(� , � ), (� , x2 − u) and the class of the following algebra.

1. (� , x− e), if either e � O �k, e2 − u �� 1 or e � Mk, −1 � 1.

2. ( � (x2 − u), x− w), otherwise,

where w � O �k, w2 − u �� 1.

Remark 1 The algebra ( � (x2 − u), x− w) does not split by any quadratic extension of scalars.

Proof of the theorem. The algebra (� , x2 − u) is nontrivial by lemma 3. We have also

(� , x− e)x2−u � � , @ u− e

k( @ u) = x2 − u > ( D(x2 − u))
, D � k � .

The last algebra is nontrivial ��Rl@ u − e �� 1 in k( @ u). And this is true if either e � O �k, e2 − u �� 1 or
e � Mk, −1 � 1. The algebra (� , (x2 − u)(x− e)) is nontrivial by lemma 3 again.

Consider now the algebra A = ( � (x2−u), x−w). It is unramified because Ax−w � ( � (w2−u), x−w) �
1. Let  = (1 + 3@ � ) @ u and p = Irrk( 3] � , ] u)|k(  ). Then f(  ) � @ u− e � 1, provided we are in subcase
2. So

Ap � (1 + 3@ � )2u− u , @ u− w

k( 3@ � , @ u) = p > �
3@ � , @ u− w

k( 3@ � , @ u) = p > �� 1.

On the other hand,

(� , x2 − u)p �
3@ � , 3@ �

k( 3@ � , @ u) = p > � 1.

The theorem is proved.

Theorem 19 Let f be as in cases II or III. Then the group 2BrC is generated by the class of the
algebra (� , � ) and the classes of the following algebras.

• Case I. The first algebra is (� , x− e) and the second one is

1. ( P$mo9;� , x), if k 5 1 (mod 2).

2. (� , x2 − � ku), if k 5 0 (mod 2) and P$mC�� 1.

3. ( �'7 x− � k/2w), if k 5 0 (mod 2) and P8m � 1.
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• Case II (e = � mv).
1. (� , x− � mv), (� , x2 − � ku), if m + k/2, m, k 5 0 (mod 2) and either m v �� 1 or m = k/2.

2. (� , x− � mv), ( �'7 x− � k/2w), if m + k/2, m, k 5 0 (mod 2), m v � 1 and m < k/2.

3. (� , (x− a)2 − p
), ( ��mofX� , x− � k/2w), if m + k/2, k 5 0 (mod 2), m 5 1 (mod 2),

f =
v, if m < k/2,
v − w, if m = k/2.

4. (� , x− � mv), ( �'7 x2 − � ku), if m + k/2, m, k 5 1 (mod 2), −m uv � 1.

5. (� , x− � mv), ( �'7 x), if m + k/2, m, k 5 1 (mod 2), −m uv �� 1.

6. (� , x− � mv), (−m uv� , x), if m + k/2, k 5 1 (mod 2), m 5 0 (mod 2).

7. (� , x− � mv), ( �'7 x2 − � ku), if m > k/2, k 5 1 (mod 2).

8. (� , x− � mv), (� , x2 − � ku), if m > k/2, k 5 0 (mod 4).

9. (� , (x− a)2 − p
), (−m w ��� , x− � k/2w), if m > k/2, k 5 2 (mod 4).

where w � O �k, w2 − u �� 1 and

m =

p
, if a � Mk,p − a2, otherwise.

Proof. In II and III (� , x− e) �� 1 by lemma 3.
In II.1 we have f(0) � − P$mo9�� , so the algebra (− P$mo9�� , x) is unramified. Let `-� O �K such that K|k is an
unramified odd degree extension and the following conditions hold:

`B�� 1,
` − e � 1,
(̀ − a)2 − p � 1.

Such K and ` exist in view of lemmas 5 and 6. Let p = IrrK|k (̀ ). Then f (̀ ) � 1. Thus

(� , x− e)p � � , ` − e

K = p > � 1 and (− P$mo9�� , x)p � � , `
K = p > �� 1.

Consider subcase II.2. We have f(w� k/2) � P8m (w2 − u) � 1, so (� , x2 − � ku)x−� k/2w �� 1. Finally,
(� , x− e) �� (� , x2 − � ku) by lemma 3.
If we are in II.3, then f(w� k/2) � � , so that the algebra ( �'7 x−w� k/2) is unramified. Let �!� {1, 2}, � 5
k/2 (mod 2),  = � k/2−1( 3@ � ) * and p = Irrk( 3] � )|k(  ). Then f(  ) � P8m � 1 and

( �'7 x− w� k/2)p � � , � k/2−1( 3@ � ) *
k( 3@ � ) = p > �� 1.

To prove (� , x− e) �� ( �'7 x−w� k/2) it is enough to observe that the extension by @ � leaves us in subcase
II.3, hence this extension does not split the algebra ( �'7 x− w� k/2).
In III the algebras (� , x− � mv) and (� , (x− a)2 − p

) are nontrivial.
III.1. Since f(� k/2w) � m v � 1, provided m < k/2, then (� , x2 − � ku)x− � k/2w �� 1. Let now k/2 = m.
Then we require

` 2 − u � �(7
v − ` � �:m ,

`g� O �K, K|k is unramified of odd degree, then f(� k/2 ` ) � 1 and (� , x2− � ku)Irr( � k/2 v ) �� 1. Furthermore,

(� , x2 − � ku) L (� , x− � mv) � (� , (x− a)2 − p
) �� 1.

III.2. f(� k/2w) � � , so that ( �'7 x− � k/2w) is unramified. Now we can argue as in II.3.
III.3. In view of f(� k/2w) � mof (w2 − u)� the algebra A = (mof (w2 − u)� , x− � k/2w) is unramified.

Ax2− � ku � � , w − @ u
k( @ u) = x2 − � ku > ( D(x2 − � ku)) �� 1, (D � k � ).
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On the other hand,

(� , (x− a)2 − p
)x2− � ku � � , −m

k( @ u) = x2 − � ku > ( D(x2 − � ku)) � 1.

III.4. We have f(0) � −m uv. Thus ( �(7 x2 − � ku)x �� 1. Moreover, although the extension by @ � leads
us to case (1, 1, 1, 2), it does not split the algebra (� , x− � mv). Therefore ( �(7 x2 − � ku) �� (� , x− � mv).
III.5. f(0) � � , so the algebra ( �'7 x) is unramified. ( �'7 x)x− � mv �� 1. The further arguments are similar
to the previous subcase.
III.6. The algebra A = (−m uv� , x) is unramified. Let  = � m ` , `w� O �K, p = IrrK|k(  ). Then
f(  ) � m (v − ` ) and Ap � (� , ` ). If we require

`B�� 1,
m (v − ` ) � 1,

then Ap �� 1. And if we require
`B�� −m ,
m (v − ` ) � 1,

then Ap �� (� , x− � mv)p since in this case (� , x− � mv)p � (� ,−m ).
III.7. ( �'7 x2 − � ku)x− � mv �� 1. Moreover, the extension by @ � does not split the algebra (� , x− � mv).
III.8. We have f(� k/2 ` ) � −mo` (̀ 2 − u). If ` 2 − u �� 1 and −mo`B�� 1, then (� , x2 − � ku)Irr( � k/2 v ) �� 1.

III.9. f(� k/2w) � −m w ��� , so the algebra A = (−m w ��� , x− � k/2w) is unramified. Finally,

Ax2−� ku � � , w − @ u
k( @ u) = x2 − � ku > (D(x2 − � ku)) �� 1,

but

(� , (x− a)2 − p
)x2− � ku � � , −m

k( @ u) = x2 − � ku > (D(x2 − � ku)) � 1.

The theorem is proved.

Theorem 20 Let f be as in case IV . f(x) = (x − e)(x2 − � ku)((x − v)2 − � m r ), e, u, v, r � O �k, v̄ �=
¯r , 0 < k + m. Then the group 2BrC is generated by the classes of the algebra (� , � ) and the classes of
the following algebras. The first algebra is

1. (� , x− e), if k 5 0 (mod 2), −e �� 1.

2. ( �(7 x− � k/2w), if k 5 0 (mod 2), −e � 1.

3. (� ue, x), if k 5 1 (mod 2).

The second one is

a. (� , (x− v)2 − � m r ), if m 5 0 (mod 2), v − e �� 1.

b. ( �'7 x− v − � m/2 ` ), if m 5 0 (mod 2), v − e � 1.

c. (� (e − v)r , x − v), if m 5 1 (mod 2),

where w, `a� O �k, w2 − u �� 1, ` 2 − r �� 1.

Proof. If k 5 0 (mod 2), then f(� k/2w) � − PG� . In case 1 we have f(� k/2w) � 1 and (� , x−e)x−� k/2w �
(� ,−e) �� 1. In addition let us consider the algebra (� , x2− � ku). It is also nontrivial at this place. Indeed,
(� , x2 − � ku)x−� k/2w � (� , w2 − u) �� 1.

In case 2 f(� k/2w) � � and the algebra ( �'7 x − � k/2w) is unramified. Now one can prove ( �'7 x −
� k/2w) �� 1 by analogy with the theorem 19, subcase II.3.
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Let now k 5 1 (mod 2), µ � O �K , K be as above and

µ � ��9'PH7
u− µ � �:9xK

Assume  = � kµ � K( @ � µ) and q = IrrK( ] � µ)|k(  ). Then f(  ) � e(u − µ)� � eµ(u− µ) � 1 and

(� ue, x)q � � ue ,  
K( @ � µ) = q > �

9'P$` , @ � µ
K( @ � µ) = q > �� 1.

After replacing x� = x− v we have

f(x� ) = (x� − (e − v))((x� )2 − � m r )((x� − (−v))2 − � ku).
The above arguments gives that the algebras from items a, b, c are unramified and nontrivial. (Because
nowhere in this arguments we used that k/2 < m.) To finish the proof it is enough only to check, that
these algebras are not isomorphic to the algebras from items 1, 2, 3 in the corresponding subcases.
1.a. We have (� , x− e) L (� , (x− v)2 − � m r ) � (� , x2 − � ku) �� 1.
2.b. If A is the algebra from 2 and A� is the one from b, then Ap �� 1 and A�p � ( �(7 −v) � 1, where p is
constructed by analogy with the proof of theorem 19, subcase II.3..
1.b, 2.a. In view of symmetry one need to consider only one case, say, 2.a. In this case for p as above
Ap �� 1, but (� , (x− v)2 − � m r )p � (� , v2) � 1.
3.a. (� ue, x)q �� 1, but (� , (x− v)2 − � m r )q � 1.
3.b. A�q � ( �'7 −v) � 1.
3.c. Finally, we have

(� (e − v)r , x − v)q � � (e − v)r , −v
K( @ � µ) = q > � ` (e − v)r , −v

K( @ � µ) = q > � 1,

and this completes the proof.

Theorem 21 Let f be as in case V . f(x) = ((x−v)2 − � m r )(x− � r p )(x2 − � ku) v, r K p , u � O �k, m, r, k >
0, � m r , � ku �� 1. Then the group 2BrC is generated by the classes of the algebra (� , � ) and the classes
of the following algebras.
The first algebra is

i) (� , (x− v)2 − � m r ), if m 5 0 (mod 2), v �� 1.

ii) ( �'7 x− v − � m/2w), if m 5 0 (mod 2), v � 1.

iii) (−vr � , x − v), if m 5 1 (mod 2).

The second one is

a. ( �'7 x− � r p ), if k/2 < r, k 5 1 (mod 2).

b. (� , x− � r p ), if k/2 < r, k 5 0 (mod 4).

c. (̀ (̀ 2 − u)� , x− � k/2` ), if k/2 < r, k 5 2 (mod 4).

d. (� p u, x), if k/2 > r, k 5 1 (mod 2), r 5 0 (mod 2).

e. (� , x− � r p ), if k 5 0 (mod 2), r 5 0 (mod 2) and either k/2 = r or k/2 > r, − p �� 1.

f. ( �'7 x− � k/2` ), if k 5 0 (mod 2), r 5 0 (mod 2), k/2 > r and − p � 1.

g. (m:�:� , x− � k/2` ), if k 5 0 (mod 2), r 5 1 (mod 2), k/2 0 r,

m =
− p , if k/2 > r,
` − p − a2, if k/2 = r.
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h. ( �'7 x− � r p ), if k 5 1 (mod 2), r 5 1 (mod 2), k/2 > r and
p
u � 1.

k. ( �'7 x), if k 5 1 (mod 2), r 5 1 (mod 2), k/2 > r and
p
u �� 1,

where w, `a� O �k, w2 − r �� 1, ` 2 − u �� 1.

Proof.
i. f(� m/2w + v) � v(w2 − u) � 1, so (� , (x− v)2 − � m r )x−v−� m/2w �� 1.

ii. f(� m/2w + v) � v(w2 − u) � � , so the algebra ( �(7 x − v − � m/2w) is unramified. We have also
f(v + 3@ � ) � 1, therefore

( �'7 x− v − � m/2w)(x−v)3−� � � , 3@ �
k( 3@ � ) = (x− v)3 − �c> �� 1.

iii. f(v) � −vr � , (−vr � , x − v) is unramified. As usual, let � � O �K satisfy the conditions

� � − ��Y r ,� − r � − � r .
Let  = v + @ � m � , q = IrrK( ] �oy )|k(  ). Then f(  ) � � Y (� − r ) � 1, hence

(−vr � , x − v)q �
−vr�� , @ � �
K( @ � � ) = q > �� 1.

a. ( �'7 x− � r p )x− � r z � ( �(7 ((x− v)2 − � m r )(x2 − � ku)x− � r z ) � ( �'7 −� ku) �� 1.
b. We have f({|� k/2) � −µ(µ2 − u) for some µ � O �K . Thus (� , x− � r p )Irr(} � k/2 ) � (� , µ) �� 1, provided

µ �� 1,
u− µ2 �� 1.

c. f(� k/2 ` ) � `~��� . Furthermore,

(̀~��� , x− � k/2` )x2− � ku � � , ` − @ u
k( @ u) = x2 − � ku > �� 1.

d. Let eI� O �K satisfy the conditions
e � �

p
u,

e − u � − �:9x7
and t = IrrK( ] �o� )|k( @ � k e ). Then f( @ � k e ) � − p e ( e − u) � 1, so that

(� p u, x)t � e p u , @ �Oe
K( @ �Oe ) = t > �� 1.

e. If k/2 = r, then f(� k/2 � ) � ( � − p
)( � 2 − u) for some � � O �K . Moreover, if s = IrrK|k(� k/2 � ), then

(� , x− � r p )s � � , � − p
K( ( � − p

)( � 2 − u)) = s > .

If we require � − p �� 1,� 2 − u �� 1,

then (� , x− � r p )s �� 1.
Let now k/2 > r. We have f(� k/2 ` ) � − p (̀ 2 − u) � 1. So, (� , x− � r p )x− � k/2 v � (� ,− p ) �� 1.

f . f(� k/2 ` ) � − p (̀ 2 − u) � � and the algebra ( �'7 x− � k/2` ) is unramified. To prove ( �'7 x− � k/2` ) �� 1
one can follow the proof of theorem 19, subcase II.3.
g. By analogy with subcase c we have (m:��� , x− � k/2 ` )x2− � ku �� 1.
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h. f(0) � � k+r p u � 1, therefore ( �'7 x− � r p )x �� 1.
k. f(0) � � k+r p u � � , hence the algebra ( �'7 x) is unramified. Finally, ( �'7 x)x− � r z �� 1.

Now, to complete the proof one only need to check that the algebra from i)–iii) is not isomorphic to
the algebra from a)–k). Note, that in all subcases a)–k) the nontriviality of the corresponding algebra is
showed by the completion of this algebra at the place with prime element l � k[x] such that l = Irr(  ),  J�
Mkalg . Thus, in i) and ii) we have (� , (x−v)2− � m r )l � (� , v2) � 1 and ( �'7 x−v− � m/2w)l � ( �'7 −v) � 1.
The nontriviality of the algebra (−vr � , x) from iii is proved by the completion at q = IrrK( ] �oy )|k(  ),
 = v + @ � m � . Any algebra from a)–k) completed in q can be obtained from some algebra over k by
extending of scalars. So it is trivial at q, since the extension k( @ � � ) splits any algebra over k. The
theorem is proved.

Consider the next case.

Theorem 22 Let f be as in case V I. f(x) = (x − e)(x2 − � ku)((x− � mv)2 − � r p ), u, v, p , e � O �k, 0 <
m, 0 < k + r, � ku, � r p �� 1. Then the group 2BrC is generated by the class of the algebra (� , � ) and the
classes of the following algebras.

Let if k, r 5 1 (mod 2), then 2m + k, and if k = r 5 0 (mod 2), 2m > k, then ū �= ¯p . Then the first
algebra is

i. (� E, x), if k 5 1 (mod 2).

ii. (� , x2 − � ku), if k 5 0 (mod 2) and −e �� 1.

iii. ( �'7 x− � k/2w), if k 5 0 (mod 2), either k < r or k = r > 2m, and −e � 1.

iv. ( �'7 IrrK|k(� k/2% )), if k 5 0 (mod 2), k = r + 2m, −e � 1, where %l� O �K and

(% 2 − u) × % 2 − p
, if k < 2m,

(% − v)2 − p
, if k = 2m.

The second one is

a. (� F, x− � mv), if r 5 1 (mod 2).

b. (� , (x− � mv)2 − � r p ) if r 5 0 (mod 2) and

• k = r and either k + 2m or −e �� 1,

• 2m < k < r and −e �� 1,

• 2m = k < r and −e(v2 − u) �� 1,

• k < r, k < 2m, k 5 0 (mod 2), and ue �� 1.

c. ( �'7 x− � mv − � r/2 ` ) if r 5 0 (mod 2) and

• k = r > 2m, −e � 1,

• 2m < k < r and −e � 1,

• 2m = k < r and −e(v2 − u) � 1,

• k < r, k < 2m, k 5 0 (mod 2), and ue � 1.

d. (ueNK|k(
r 2 − p

)� , IrrK|k(� mv + � r/2 r )), if r 5 0 (mod 2), k < r, k < 2m and k 5 1 (mod 2), wherer � O �K , K|k is of odd degree and unramified,

r 2 − p ��
1 , if 2m < r,

v2 − p
, if 2m = r,

− p , if 2m > r.

Otherwise we have
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1. (� , x2 − � ku), ( � (x2 − � ku), � k/2(x− � k/2w)), if k = r 5 0 (mod 2), 2m > k, ū = ¯p .
2. The first algebra: ( P89;� , x), the second one: either ( �(7 x2 − � ku), provided −9'P p � 1, or ( �'7 x− � mv)

otherwise, if k, r 5 1 (mod 2), k < 2m < r.

3. The first algebra: either ( �'7 x2 − � ku), provided −9xP p � 1, or ( �'7 x) otherwise, the second one:
(� ue, x− � s), k/2 < s < r/2, if k, r 5 1 (mod 2), k < r < 2m.

4. The first algebra from 3, and (x,−� u(x2 − � ku)), if k = r 5 1 (mod 2), k < 2m.

where E,F,w, tau � O �k can be found from the conditions f(0) � � E, f(� mv) � � F , w2 − u �� 1,
` 2 − p �� 1.

Remark 2 The algebra ( � (x2 − � ku), � k/2(x− � k/2w)) from 1. does not split by any quadratic extension
of scalars.

Proof of the theorem.
i. If µ � O �K, then

f( � kµ) � −e(µ − u)(µ− p
) , if k = r < 2m,

−eµ(µ − u) , otherwise.

Let t = IrrK( ] � µ)|k( � kµ). If Eµ �� 1 in K and f( � kµ) � 1 in K, then

(� E, x)t �
Eµ , @ � µ
K( @ � µ) = t > �� 1.

The conditions on K and µ always can be satisfied, provided that in case k = r < 2m we have ū �= ¯p .
ii. We have

f(� k/2 m ) �
−e(m 2 − u), if k < r or k = r > 2m,

−e(m 2 − u)(m 2 − p
), if k = r < 2m,

−e(m 2 − u)((m − v)2 − p
), if k = r = 2m.

Thus if k < r or k = r > 2m, then (� , x2 − � ku)x− � k/2w �� 1. Let now k = r + 2m. Then (� , x2 −
� ku)IrrK|k( � k/2 � ) �� 1, provided m 2 − u �� 1 and m 2 − p � 1 if k < 2m, (m − v)2 − p � 1 if k = 2m.

iii. To prove ( �'7 x− � k/2` ) �� 1 one can follow the proof of theorem 19, subcase II.3.
iv. From the conditions on % we have the algebra to be unramified. The nontriviality can be proved as
in iii.
a. Similarly as in subcase i for t = IrrK( ] � µ)|k(  ),  = � mv + @ � rµ we can find K and µ such that
(� F, x− � mv)t �� 1. Indeed,

f(  ) �
−eµ(µ − p

), if 2m < k,
ueµ(µ− p

), if 2m, r > k,
−eµ(µ − p

)(v2 − u), if k = 2m < r,

and the conditions f(  ) � 1 and Fµ �� 1 can be satisfied in some unramified extension K|k of odd degree.
b,c. By replacing x� = x− � mv case k = r is reduced to ii and iii. Furthermore,

f(� mv + � r/2 ` ) � − PG� ×
1, if 2m < k,

v2 − u, if 2m = k,
−9�� k, if 2m < k.

So, in b the algebra (� , (x− � mv)2 − � r p )x− � mv+� r/2 v is nontrivial, and the algebra from c is unramified.
The nontriviality of the last algebra can be checked by analogy with the proof of theorem 19, subcase II.3.
Indeed, this algebra is nontrivial at Irrk( 3] � )|k(  ), where  = � mv + � r/2−1( 3@ � )* , �M� {1, 2}, � 5
r/2 (mod 2).
d. We have f(� mv + � r/2 r ) � 9xP8� (r 2 − p

). Since K|k is of odd degree r 2 − p � NK|k(
r 2 − p

) in K, so

that the algebra A = (ueNK|k(
r 2 − p )� , IrrK|k(� mv+ � r/2 r )) is unramified. Let µ � O �K E , K � |k is of odd

degree and unramified such that
µ �� ue(r 2 − p

),
µ− u �� −u(r 2 − p

).
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Let t = IrrK E ( ] � µ)|k( � kµ). Then f( � kµ) � −eµ(µ − u) � 1 and

At L K �
ue(r 2 − p

)µ , � � GK|k( � kµ− � mv − � r/2 r )

KK � ( @ � µ) = t > �
� , @ � µ

KK � ( @ � µ) = t > �� 1.

Let us check now that the algebra A from i − iv is not isomorphic to the algebra B from a)–d).
Let firstly k and r be odd. Then 2m < k, A = (� E, x), and At � 1. On the other hand,

Bt � (� F, x− � mv)t � � F , −� mv
K( @ � µ) = t > � 1.

Let now k be odd, r be even. We have

Bt � (� , (x− � mv)2 − � r p )t �
� , � 2mv2

K( @ � µ) = t > , if 2m < k,

� , � kµ
K( @ � µ) = t > , otherwise

� 1.

In c we have B = ( �'7 x− � mv − � r/2 p ) and 2m < k. So

Bt � � , −� mv
K( @ � µ) = t > � 1.

Finally, if case d takes place, then 2m > k and

Bt L K � � ue(r 2 − p
)� , � kµ

KK � ( @ � µ) = t > �
��9xP8{ , @ � µ
KK � ( @ � µ) = t > � 1,

since from the proof of i) we have ��9xP8{ � 1.
Conversely, let k be even and r be odd. From the proof of a) Bt �� 1, t = IrrK ] � µ|k(  ),  =

� mv + @ � rµ . On the other hand, if A = (� , x2 − � ku), then

At � � , � 2mv2 − � ku
K( @ � µ) = t > � 1

in view of min{2m, r} < min{r,m+ r/2}. For A = ( �'7 x− � k/2w)

At � � , � mv − � k/2w
K( @ � µ) = t > � 1,

provided that if k = 2m, then w̄ �= v̄.
Finally, let k and r be even. The extension by @ � leaves us in case V I. Moreover, if the algebra

( �'7 x− � k/2w) is nontrivial (subcase iii)), then it does not split by this extension, since we are still in iii).
The same is true for the algebras from iv) and c). So it is enough to prove that in ii), b) (� , x− e) �� 1,
and in iii), c) ( �'7 x− � k/2w) �� ( �'7 x− � mv − � r/2 ` ). Case iv), c) is impossible.

In ii), b) we have (� , x − e)Irr( � k/2 � ) � (� ,−e) �� 1. Consider now iii), c). Then −e � 1. If k = r,

then k > 2m. For  from the proof of iii) satisfying the conditions  = � k/2−1( 3@ � )* , �,� {1, 2},
� 5 m+ k/2 (mod 2) we have (q = Irrk( 3] � )|k(  ))

( �(7 x− � k/2w)q � � , ( 3@ � )m−1

k( 3@ � ) = q > and ( �(7 x− � mv − � r/2 ` )q � � , ( 3@ � )m

k( 3@ � ) = q > ,

so Aq �� Bq .
Let now k < r. Case 2m < k is similar to the previous one. In case 2m = k consider  = � mv +

� r/2−1( 3@ � ) * , �!� {1, 2}, � 5 k/2 + r/2 (mod 2). Then

( �'7 x− � k/2w)q � � , ( 3@ � )k/2

k( 3@ � ) = q > and ( �'7 x− � mv − � r/2 ` )q � � , ( 3@ � )k/2−1

k( 3@ � ) = q > .
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Finally, in case 2m > k let  = � k/2( 3@ � ). We have

( �'7 x− � k/2w)q � � , ( 3@ � )k/2

k( 3@ � ) = q > and ( �'7 x− � mv − � r/2 ` )q � � , ( 3@ � )k/2+1

k( 3@ � ) = q > .

Consider now cases 1–4 step by step.
1. There exists a � O �k such that a2 − 4u �� 1. If p = Irrk( ] u)|k(� k/2(a+ @ u)), then

(� , x2 − � ku)p � � , a+ 2 @ u
k( @ u) = p > ,

since f(� k/2(a+ @ u)) � −e(a2 + 2a @ u)2 � 1 in k( @ u). So, (� , x2 − � ku)p �� 1.
Furthermore, ( � (x2 − � ku), � k/2(x− � k/2w))x− � k/2w � ( � (w2 −u), � k/2(x− � k/2w)) � 1, so that this

algebra is unramified. Let us prove the nontriviality. Suppose  = (1 + 3@ � )� k/2 @ u � k( @ u, 3@ � ) and
q = Irr(  ). Then  2 − � ku � (  − � mv)2 − � k p � 3@ � in k( @ u). Therefore f(  ) � 1 and

( � (x2 − � ku), � k/2(x− � k/2w))q � � 3@ � , � k/2((1 + 3@ � )� k/2 @ u− � k/2w)

k( @ u, 3@ � ) = q > �

�
3@ � , @ u− w

k( @ u, 3@ � ) = q > �� 1.

Thus @ � does not split the algebra. To check that @ � (and @ �O� ) does not split it, one only need to
observe that this extension leaves us in subcase V I.1.
2. The first algebra is unramified and nontrivial by analogy with subcase i). We have f(� mv) � −9xP p .
If −9xP p � 1, then ( �'7 x2 − � ku)x−� mv �� 1. Otherwise, the algebra ( �'7 x− � mv) is unramified. Moreover,
( �'7 x)x2− � ku � ( �'7�@ � u) �� 1. Finally, the extension by @ � leaves us in subcase V I.2, therefore it does
not split the first algebra.
3. If f(0) � −9'P p � 1, then ( �(7 x2− � ku)x �� 1. If −9xP p �� 1, then ( �'7 x) is unramified and ( �'7 x)x2−� ku �
( �'7�@ � u) �� 1. Let  = (% − @ � ) 3@ � , where % 2 − �j�� 1, q = Irrk( ] V�� 3] � )|k(  ). Then f(  ) � 1 and

(� ue, x− � s)q �
3@ � , (% − @ � ) 3@ �
k( @ �'7 3@ � ) = q > �� 1.

4. (x,−� u(x2 − � ku))x � (x, � k+1u2) � 1, so the second algebra B is unramified. To prove that B is
nontrivial let us do it for the algebra B � = B L k(C)( @ � ). If  = � k/2µ � K( @ � µ), µ � O �K , K is of odd
degree and unramified over k( @ � ), then f(  ) � (µ− u)(µ− p

) and

B �Irr( < ) � @ � µ , µ − u

K( @ � µ)( f(  )) = Irr(  ) > .

Anyway, we can find such K and µ that µ− u � µ− p �� 1, ū �= µ̄, ¯p �= µ̄. Then B �Irr( < ) �� 1. Case V I is
considered.

It is convenient to divide the last case into several parts.

Lemma 21 Let case V II take place, i.e.

f(x) = (x− � se)(x2 − � ku)((x− � mv)2 − � r p ),
where e, u, v,

p � O �k, s, k,m, r > 0, � ku, � r p �� 1, k < r. Then the following subcases do not intersect
and cover case V II.

V II1. s = 1, k > 1 and if m = 1, then v̄ �= ē.

V II �1. s = 1, k > 1, m = 1, and v̄ = ē.

V II2. s 0 2, k 0 4, m = 1.
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V II3. 1 + k + 3 and k < 2s.

Proof. If s > 1, m > 1, and k > 3, then one can use replacement x = x�6� 2, y = y ��� 5.

Theorem 23 Let f be as in case V II1. Then the group 2BrC is generated by the class of the algebra
(� , � ) and the classes of the following algebras.

Let if k 5 1 (mod 2), then 2m < k, and if k = r 5 0 (mod 2), 2m > k, then ū �= ¯p . Then the first
algebra is

i. (−�O�'� K|k(e − � k/2−1` ), p), if k 5 0 (mod 2),

where `g� O �K such that K|k is of odd degree and unramified, p = IrrK|k(� k/2` ) and ` satisfies the
conditions: (̀ 2 − u) �� 1, � (̀ ) � 1,

� (x) =
1, if k < r or 2m < r,

x2 − p
, if k = r and 2m > r,

(x− v)2 − p
, if k = r = 2m.

ii. ( �'7 x2 − � ku), if k 5 1 (mod 2) and 9xP8� � 1, where

� =
1, if 2m < r,

v2 − p
, if 2m = r,

− p , if 2m > r, r is even.

iii. ( �'7 x), if k 5 1 (mod 2) and 9'P$���� 1.

The second one is

a. (−� (µ2 − p
)� (µ)NL|k(e − v� m−1 − {|� r/2−1), q), if r 5 0 (mod 2),

where µ � O �L such that L|k is of odd degree and unramified, q = IrrL|k(� mv+ � r/2µ) and µ satisfies
the condition: (µ2 − p

) �� 1 if k is even, and (µ2 − p
)� (µ) �� 1, otherwise,

� (x) =

1, if 2m < k,
v2 − u, if 2m = k < r,

−u, if 2m > k, k < r,
x2 − u , if 2m > k = r,

(x + v)2 − u , if k = r = 2m.

b. ( �'7 (x− � mv)2 − � r p ), if r 5 1 (mod 2) and
p
(e − � m−1v)� (µ) � 1.

c. ( �'7 x− � mv), if r 5 1 (mod 2) and
p
(e − � m−1v)� (µ) �� 1.

Otherwise we have

1. The first algebra is from ii) or iii), and the second one is (−�|9xP p , x − � mv), if k, r 5 1 (mod 2),
k < 2m < r.

2. The first algebra is (−�|9xP p , x), the second one is either ( �'7 x2 − � ku), provided ue � 1 or ( �'7 x −
� (k+1)/2), provided ue �� 1, if k, r 5 1 (mod 2), k < r < 2m.

3. If k 5 1 (mod 2), r 5 0 (mod 2), and 2m > k, then the first algebra is from ii) or iii), and the second
one is

- (� , (x− � mv)2 − � r p ) in the following cases:

1. 2m < r and ue �� 1.

2. 2m = r, ue �� 1, and v2 − p
� 1.

3. 2m > r, ue �� 1, and −1 �� 1.
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- (� , t) in cases

1. 2m = r, ue � 1, and v2 − p �� 1.

2. 2m > r, ue � 1, and −1 � 1,

where t = IrrK( ] � w)|k( @ � kw), K is as above, w � O �K \ (O �K)2, and −e(w − u) �� 1 in K.

- ( �'7 IrrK|k(� mv + � r/2 � )) in cases

1. 2m < r, ue � 1. v2 − p �� 1.

2. 2m > r, ue �� −1,

where � � O �K, and � 2 − p �� 1 in case 2m < r, � 2 − p � −1 in case 2m > r. Note that if
2m < r, then one can suppose K = k, and if 2m > r, then this is true as soon as k̄ �= F3.

- ( �'7 IrrK(� m f )) if 2m = r and ue � v2 − p
, where fg� O �K , ue((f − v)2 − p

) �� 1.

4. (−� (e− � k−2w), x− � k/2w), ( � (x2− � ku), � k/2(x− � k/2w)), w2−u �� 1, if k = r 5 0 (mod 2), 2m > k,
ū = ¯p and if k = 2, then e2 − u � 1.

5. (� , x− � e), (� , x2 − � ku), if k = r = 2, m > 1, ū = ¯p and e2 − u �� 1.

6. If k = r 5 1 (mod 2), 2m > k, then the first algebra is (x,−� u(x2 − � ku)) and the second one is

- (−�|9xP p , x), if ū �= ¯p .
- ( �'7 x2 − � ku), if ū = ¯p and either −ue � 1 or 2m = k + 1.

- ( �'7 Irrk( ] � u)|k(  )),  = @ � ku(1 + @ � u), if ū = ¯p , −ue �� 1, and 2m > k + 1.

Remark 3 The algebra ( � (x2 − � ku), � k/2(x− � k/2w)) from 4 does not split by any quadratic extension
of scalars.

Proof of the theorem.
i). In view of f(� k/2 ` ) � −�O� (e − � k/2` ) in K the algebra is unramified. We also have (−�O�'� K|k(e −
� k/2−1` ), p)x− � e � (−�O�'� (e − � k/2−1` ), � (� e − � k/2` � ))(−�O�'� (e − � k/2−1` ), � N (� e − � k/2` )) �� 1.
ii), iii). f(0) � 9xP8� , so in iii) the algebra ( �'7 x) is unramified. Moreover, in ii) we have ( �'7 x2− � ku)x �� 1
and in iii) ( �'7 x)x− � e �� 1.
a). f(� mv + � r/2µ) � −� (e − � m−1v − � r/2−1µ)(µ2 − p

)� (µ), so the algebra is unramified. If k is even,
then

(−�O� � (µ)NL|k(e− v� m−1 − � r/2−1µ), q)x2−� ku � � , � (� k/2 @ u− � mv − � r/2µ� )
k( @ � ) = x2 − � ku > ( C(x2 − � ku)) .

The latter algebra is nontrivial if and only if � (µ) is not a square in L. We also have (−� (µ2 −p
)� (µ)NL|k(e − v� m−1 − � r/2−1µ), q)x− � e � (−� (µ2 − p

)� (µ)N (e − v� m−1 − � r/2−1µ), � (� e − � mv −
� r/2µ � )) � (� , (µ2 − p

)� (µ)), and this algebra is nontrivial �SR (µ2 − p
)� (µ) is not a square in L. Anyway,

the algebra from a) is nontrivial.
b), c). We have f(� mv) � p (e − � k−2v)� (µ) and ( �'7 x− � mv)x−� e �� 1.

Let us check now that the algebra from i), ii), iii) is not isomorphic to the algebra from a), b), c) in
the corresponding subcases.
1). Let firstly k, r 5 1 (mod 2). We have ( �'7 x2 − � ku)x− � mv � 1 �� ( �'7 (x − � mv)2 − � r p )x−� mv.
Furthermore,

( �'7 x)x2−� ku � � , @ � u
k( @ � u) = x2 − � ku > ( D(x2 − � ku)) �� 1,

but

( �'7 x− � mv)x2− � ku � � , −� mu
k( @ � u) = x2 − � ku > ( D(x2 − � ku)) � 1.
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Similarly one can check that ( �'7 (x− � mv)2 − � r p )x2− � ku � 1. Finally, we obtain

( �'7 x− � mv)(x− � mv)2− � r z � ( �'7 @ � p ) �� 1, and ( �'7 x2 − � ku)(x− � mv)2−� r z � 1.

2). k 5 0 (mod 2), r 5 1 (mod 2). Then the algebra from i is nontrivial at x − � e, but ( �'7 (x− � mv)2 −
� r p )x− � e � 1. Moreover,

(−�O�'� K|k(e− � k/2−1` ), p)(x−� mv)2−� r z �
− p �(� (e − � k/2−1` ) , � (� mv + @ � r p − � k/2` � )
k( @ � p ) = (x− � mv)2 − � r p > ( C((x− � mv)2 − � r p )) .

One can choose ` such that if 2m = k, then ¯`��= v̄. For this ` the latter algebra is trivial in view of
vK(� mv − � k/2` � ) < r/2. On the other hand, ( �'7 x− � mv)(x−� mv)2−� r z �� 1.

3). k 5 1 (mod 2), r 5 0 (mod 2). The algebra from a) is nontrivial at x− � e, but ( �'7 x2 − � ku) is trivial
at this place. We also have ( �'7 x)x2− � ku �� 1 and

(−�O�'� L|k(e − v� m−1 − � r/2−1µ), q)x2−� ku �
− ��9 (e − v� m−1) , � ( @ � ku− � mv − � r/2µ � )

k( @ � u) = x2 − � ku > ( D(x2 − � ku)) �

− ��9 (e − v� m−1) , −� mv
k( @ � u) = x2 − � ku > ( D(x2 − � ku)) � 1.

4). k, r 5 0 (mod 2). We have

(−�O�'� K|k(e− � k/2−1), p)x2−� ku � � , � (̀ � − @ u)
k( @ � ) = x2 − � ku > ( C(x2 − � ku)) .

This algebra is nontrivial since ` 2 −u �� 1 in K. So the algebra from i) is nontrivial either at x− � e or at
x2 − � ku. But the algebra from a) is nontrivial at one of these places, and trivial at the other. Therefore,
these algebras are not isomorphic.

Consider the remaining cases.
1. Let w be a unit from a "U#�	�����
�� tly large unramified extension K of odd degree over k, such that

w �� −9'P p ,
w − u � −e,

and t = IrrK( ] � w)|k( @ � kw). Then f( @ � kw) � −e(w − u) � 1 and

(−�|9xP p , x − � mv)t � −w9xP p , @ � w
K( @ � w) = t > �� 1.

To finish the proof of this subcase it is enough to check that the extension of scalars by @ � does not split
algebra (−�|9xP p , x − � mv). Indeed, this extension leaves us in subcase V II.7.
2. All algebras are unramified. Since f(� (k+1)/2) � ue we obtain (x2 − � ku)x−� (k+1)/2 �� 1. Furthermore,

( �'7 x− � (k+1)/2)x2− � ku � � , @ � u
k( @ � u) = x2 − � ku > ( D(x2 − � ku)) �� 1.

The nontriviality of the algebra (−�|9xP p , x) can be checked similarly as in the previous subcase. Finally,
the extension by @ � leaves us in the same subcase, so it does not split the latter algebra.
3. The nontriviality of algebras from ii) and iii) was already shown. Let firstly 2m < r. Then f(� mv +
� r/2 � ) � ue( � 2 − p

), so if ue � 1, � 2 − p �� 1, then ( �(7 Irr(� mv + � r/2 p )) is unramified. In this case the
first algebra is ( �(7 x−� ku), it is trivial at x− � e, but ( �'7 Irr(� mv + � r/2 p ))x−� e �� 1.
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If ue �� 1, then f(� mv+ � r/2 � ) � 1, provided � 2− p �� 1. Therefore (� , (x− � v)2− � r p )Irr(� mv+ � r/2 � ) ��
1. The first algebra is ( �'7 x), ( �'7 x)x− � e �� 1. On the other hand, (� , (x− � v)2 − � r p )x− � e � 1.

Let now 2m = r. We have f(� m f ) � ue((f − v)2 − p
), so algebra ( �'7 Irr(� m f )) is unramified. It is

nontrivial at x− � e. Since ue(v2 − p
) � 1, the first algebra is trivial at x− � e.

If ue �� 1, v2 − p � 1, then (� , (x− � mv)2 − � r p )Irr( � m � ) �� 1. In this case the first algebra is nontrivial
at x− � e, and this is not true for the second one.

Suppose ue � 1 and v2 − p �� 1. We have f( @ � kw) � −e(w − u) � � in K( @ � w). So

(� , t)t � w , t

K( @ � w, @ � )
= t > � 1,

and algebra (� , t) is unramified. It is not isomorphic to ( �'7 x) at x − � e. It is easy to check that
f(� m−1/3) � ue � 1. Hence (� , t)Irr

k( 3� � )|k(� m−1/3 ) � ( 3@ � , w) �� 1.

Finally, let 2m > r. One can consider this case by analogy to the previous ones.
4. We have f(� k/2w) � −� (e− � k−2w) and � ((� k/2w)2 − � ku) � 1, so the both algebras are unramified.
(−� (e − � k−2), x− � k/2w)x2− � ku � (� , w − @ u) �� 1. Let us check that the second algebra is nontrivial,
not isomorphic to the first one, and does not split by any quadratic extension of the scalars. To prove
this it is "$#�	�����
�� t to show that

B = ( � (x2 − � ku), � k/2(x− � k/2w)) L k(C) k( @ � , @ � )(C) �� 1.

Assume e = @ � ,  = e k @ u(1 + e ). Then f(  ) � 1 in view of
p

= u + e 2lµ, l > 0 and if k = 2, then
e − @ u �� 1. Thus

Bx− < � e , w − @ u
k( @ � , @ � ) = x−  ?> �� 1.

5. In this case (� , x − � e)x2−� 2u � (� , e − @ u) �� 1 and (� , x2 − � 2u)x−� e � (� , e2 − u) �� 1. Moreover,
((� , x− � e) � (� , x2 − � 2u))x− � e � (� , (x− � mv)2 − � r p )x− � e � (� , e2 − p

) �� 1.
6. We have (x,−� u(x2−� ku))x � (x, � k+1u2) � 1, therefore the algebra (x,−� u(x2−� ku)) is unramified.
Let K, w, and t be as in subcase 1, but

uew(w − p
) �� 1,

−u(w − u) �� 1.

Then f( @ � kw) � −ew(w − u)(w − p
) � 1 and

(x,−� u(x2 − � ku))t � @ � w , −u(w − u)

K( @ � w = t > ) �� 1.

Consider the second algebra. For ū �= ¯p one always can find w and K such that

−9'P p w �� 1,
−ew(w − u)(w − p

) � 1.

Then f( @ � kw) � 1 and (−�|9xP p , x)t � (−9'P p w, @ � w) �� 1. So the second algebra is nontrivial. We also
can find such K, w, and t that

w � −9xP p ,
w − u �� −u,
w − p �� − p .

For such w the first algebra is nontrivial at t and the second one is trivial at t.
Let now ū = ¯p and  w = @ � ku(1 + @ � uw). Then f(  w ) � −ew(uw − � m−(k+1)/2) (if 2m = k+ 1 let

ūw̄ �= v̄). In case 2m > k + 1 we have f(  w ) � −ue � 1 for any w, and otherwise we can find w such
that f(  w) � 1. Thus for q = IrrK( ] � w)|k(  w)

( �'7 x2 − � ku)q � � , 2w @ � u
K( @ � w) = q > �� 1.
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Let ū = ¯p , 2m > k + 1, and −ue �� 1. Then for  =  w,K = k,w = 1 we find f(  ) � −ue � � and
the algebra ( �'7 q) is unramified.

( �'7 q)x2− � ku � � , ( @ � ku− @ � ku(1 + @ � u))( @ � ku+ @ � ku(1 − @ � u))
k( @ � u) = D(x2 − � ku) > �� 1.

Both algebras ( �'7 x2 − � ku) and ( �(7 q) are not isomorphic to the first algebra from the list. Indeed, the
extension by @ � leaves us in the current case and subcase. So it does not split the first algebra.

The theorem is proved.

Theorem 24 Let f be as in case V II �1, i.e.

f(x) = (x− � v(1 + � l ` ))(x2 − � ku)((x− � v)2 − � r p ), 1 < k + r, � ku, � r p �� 1.

Then the group 2BrC is generated by the class of the algebra (� , � ) and the classes of the following
algebras.
The first algebra A is

i . (� E(w), x− � k/2w), if k 5 0 (mod 2),

ii . ( �'7 x2 − � ku), if k 5 1 (mod 2) and uv � 1,

iii .( �'7 x), if k 5 1 (mod 2) and uv �� 1,

where w � O �k, w2 − u �� 1, and

E(w) = � −v, if k > 2,
w − v, if k = 2.

1, if r > 2,
(w − v)2 − p

, if r = 2.
.

The second algebra B is

a . ( �'7 x− � v),
if r 5 1 (mod 2), l 5 0 (mod 2), ` v p m-�� 1, where

m =
1, if k > 2,
v2 − u if k = 2.

b . ( �'7 (x− � v)2 − � r p ),
if r 5 1 (mod 2), l 5 0 (mod 2), ` v p m � 1.

c . (� v p `:m , x− � v),
if r, l 5 1 (mod 2), 2l + 2 < r.

d . (�O�'� K|k(f (r ) � (r )), p),

if either r, l 5 0 (mod 2), 2l + 2 + r, or r 5 2 (mod 4), 2l + 2 > r, where

f (x) =
1, if k > 2,
v2 − u if k = 2 < r,
(x+ v)2 − p

, if k = r = 2,
� (x) =

−v̀ if 2l + 2 < r,
x− v̀ , if 2l + 2 = r,
x, if 2l + 2 > r,

r � O �K , K|k is of odd degree and unramified, p = IrrK|k(� v + � r/2 r ), r 2 − p �� 1, and if r = 2,
then (r + v)2 − u � 1.

e . (� , (x− � v)2 − � r p ),
if r 5 0 (mod 2), l 5 1 (mod 2), and either 2l + 2 = r or 2l + 2 < r and −̀ vmC�� 1.

f . ( �'7 x− � v − � r/2µ),

if r 5 0 (mod 2), l 5 1 (mod 2), 2l + 2 < r, and −̀ vm � 1, where µ � O �k and µ2 − p �� 1.
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g . (� , (x− � v)2 − � r p ),
if r 5 0 (mod 4), 2l + 2 > r.

h . ( �'7 (x− � v)2 − � r p ),
if r, l 5 1 (mod 2), 2l + 2 > r.

Note that in d) if r > 2, then one can assume K = k, p = x− � v − � r/2 r .
Proof.

i). We have f(� k/2w) � � E(w), so A is unramified.

Ax2− � ku � � , w − @ u
k( @ u) = x2 − � ku > ( D(x2 − � ku)) �� 1.

ii),iii). Then f(0) � uv, so ( �'7 x2 − � ku)x �� 1 in case uv � 1, and ( �(7 x) is unramified otherwise. Finally,
( �'7 x)x2− � ku �� 1.

It easy to check that f(� v) � � r+l+1 ` v p m and for even r and arbitrary µ � O �K f(� v + � r/2µ) �
(µ2 − p

)f (µ) � (µ)� min{l+1,r/2}.
a. We have B(x− � v)2− � r z �� 1 and

( �'7 x)(x−� v)2−� r z � � , � v
k( @ � p ) = . . . > � 1,

( �'7 x2 − � ku)(x− � v)2−� r z � � , m
k( @ � p ) = . . . > � 1,

(� E(w), x− � k/2w)(x−� v)2− � r z �
p
E(w) , � v − � k/2w
k( @ � p ) = . . . > � 1,

so A �� B.
b. f(� v) � 1, therefore Bx−� v �� 1. On the other hand, ( �'7 x2 − � ku)x− � v � 1. For the remaining A we
have Ax2−� ku �� 1, but Bx2−� ku � ( �'7 (� µ)2) � 1.

c. Let  = � v + @ � r � . Then f(  ) � −v̀:m � ( � − p
) in k( @ � � ). BIrr( < ) � (v

p `:m � 7 @ � � ). The conditions
−v̀�m � ( � − p

) � 1 and v
p `:m � �� 1 can be satisfied in a "$#:	�����
�� tly large unramified extension of odd

degree of k. Thus B �� 1. We have also ( �(7 x)Irr( < ) � ( �'7$� v) � 1, ( �(7 x2 − � ku)Irr( < ) � ( �(7 (� v)2) � 1,

and (� E(w))Irr(< ) � ( � d (w), � v − � k/2w) � 1. So A �� B.

d. B is unramified since f(� v + � r/2 r ) � ��f (r ) � (r )� .

B(x− � v)2− � r z � � , � (r � − @ p )
k( @ p ) = . . . > �� 1.

The algebras ( �'7 x), ( �'7 x2 − � ku) split by @ p , so they are not isomorphic to B. Finally, (� E(w), x −
� k/2w)(x− � v)2− � r z � (� , � v − � k/2w + � r/2 @ p ). If r > 2, then the latter algebra is trivial, and A �� B
again. Let k = r = 2. Then Ax2− � 2u �� 1 and Bx2−� 2u � (� , � (r � + v − @ u)) � 1 in view of
(r + v)2 − u � 1 in K.
e. In e) and f) we have

f(� v + � r/2µ) � (µ2 − p
)fX{O� µ � (µ2 − p

)m −v̀ , if 2l + 2 < r,
µ− v̀ , if 2l + 2 = r.

.

If either 2l + 2 = r or −̀ vm��� 1, then there exists µ � O �K such that µ2 − p �� 1 and f(� v + � r/2µ) � 1.
For such µ we have BIrr( � v+ � r/2µ) � (� , µ2 − p ) �� 1. Since r 0 2l+2 0 4, then Bx � 1 and Bx2− � ku � 1.
So B �� A.
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f. In this case f(� v + � r/2µ) � � , so B is unramified. Let  = � v(1 + � l+1/3) � k �!�$��� = 3@ � . Then
f(  ) � −̀ vm (� 2l+8/3v2 − � r p ) � 1.

BIrr(< ) � � , � l+4/3v − � r/2µ
k �����$= Irr(  ) > � � , � 3l+4

k ���!�8= Irr(  ) > �� 1.

Moreover, A �� B. Indeed, if k is even, then Bx2− � ku � 1 since B splits by @ u, and if k is odd, then
( �'7 x2 − � ku)Irr( < ) � 1. Finally, for odd k ( �'7 x)x2− � ku �� 1 and Bx2− � ku � ( �(7 −� v) � 1.

g. Let µ � O �K such that µ2 − p �� 1, {|f (µ) �� 1. Then f(� v + � r/2µ) � 1 and BIrr( � v+ � r/2µ) �� 1.

But Bx � 1, so B �� ( �'7 x2 − � ku). The remaining algebra A is not trivial at x2 − � ku, but Bx2− � ku �
(� , ( @ � ku− � v)2 − � r p ) � 1 since r > 2.
h. Bx− � v(1+ � l v ) � ( �'7$� 2l+2v2 ` 2) − � r p �� 1. We have also Bx � ( �'7$� 2v2) � 1. If k is odd, then

Bx2−� ku � ( �(7 ( @ � ku− � v)2 − � r p ) � 1 since r > 2. Finally, if k is even, then Bx2− � ku � 1 in view of B
splits by @ u.

Consider the next case.

Theorem 25 Let f be as in case V II2, i.e.

f(x) = (x− � se)(x2 − � ku)((x− � v)2 − � r p ), s 0 2, 4 + k + r, � ku, � r p �� 1.

Then the group 2BrC is generated by the class of the algebra (� , � ) and the classes of the following
algebras.

If 2s < k, then the first algebra A is

1 . ( �'7 x), if k, s 5 1 (mod 2) and ue �� 1.

2 . ( �'7 x2 − � ku), if k, s 5 1 (mod 2) and ue � 1.

3 . (−�O�(PH7 x− � k/2w), if k 5 0 (mod 2), s 5 1 (mod 2), where w � O �k, w2 − u �� 1.

4 . (� , x2 − � ku), if k, s 5 0 (mod 2) and −e �� 1.

5 . ( �'7 x− � k/2w), if k, s 5 0 (mod 2) and −e � 1, w2 − u �� 1.

6 . (9'P$� , x), if k 5 1 (mod 2), s 5 0 (mod 2).

If 2s 0 k, then the first algebra A is

7 . ( �'7 x2 − � ku), if k 5 1 (mod 2).

8 . ( ��m (w)� , x− � k/2w), if k 5 2 (mod 4), w2 − u �� 1,

m (x) =
w, if 2s > k,
w − e, if 2s = k, w̄ �= ē.

9 . (� , x2 − � ku), if k 5 0 (mod 4).

And the second algebra B is

a . ( �'7 x− � v), if r 5 1 (mod 2), −v p �� 1.

b . ( �'7 (x− � v)2 − � r p ), if r 5 1 (mod 2), −v p � 1.

c . (�O��Y , x− � v − � r/2µ), if r 5 0 (mod 2), where µ � O �k, µ2 − p �� 1.

Proof. Let 2s < k. We have f(0) � 9'P$� k+s, f(� v) � −v p � r+1. If k is even and w2 − u �� 1, then
f(� k/2w) � − PG��� s. If r is even and µ2 − p �� 1, then f(� v + � r/2µ) � v �:� .
1. ( �'7 x)x−� se �� 1.
2. ( �'7 x2 − � ku)x �� 1.
3. (−�O�(PH7 x− � k/2w)x− � se �� 1.
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4. (� , x2 − � ku)x− � k/2w �� 1.

5. f(� s+1) � −� se � 1, so ( �'7 x− � k/2w)x− � s+1 � ( �'78� s+1) �� 1.

6. f( � k r ) � − P r (r −u) in k( @ � r ). So (9xP$� , x)
Irr( @ � k � ) � (9'P r , @ � r ) �� 1, provided r � O �K satisfies

the condition r �� ue, r − u �� −u.
Let now k + 2s. If k is even and w2 − u �� 1, then f(� k/2w) � � k/2 ��m (w).

7. ( �'7 x2 − � ku)x−� se �� 1.
8. ( ��m (w)� , x− � k/2w)x2− � ku �� 1.
9. Let r � O �K, r 2 − u �� 1, and m (r ) �� 1. Then f(� k/2 r ) � 1 and (� , x2 − � ku)Irr( � k/2 � ) �� 1.
a. ( �'7 x− � v)(x−� v)2− � r z �� 1. On the other hand, A(x− � v)2−� r z � 1.

b. ( �'7 (x − � v)2 − � z )x− � v �� 1. A �� B since B is trivial at all the places from 1–9, at which A is
nontrivial.
c. (�O�:Y , x− � v − � r/2µ)(x− � v)2−� r z � (� , µ− @ p ) �� 1. On the other hand, A(x− � v)2− � r z � 1.

The theorem is proved.

Let us pass to the last case.

Theorem 26 Let f be as in case V II3, i.e.

f(x) = (x2 − � ku)(x− � se)((x − � mv)2 − � r p ),
where k � {1, 2, 3}, k < 2s, k + r, � ku, � r p �� 1. Then the group 2BrC is generated by the class of the
algebra (� , � ) and the classes of the following algebras.
The first algebra A is

i. ( �'7 x2 − � ku), if k 5 1 (mod 2).

ii. (� E(w), x− � w), if k = 2, where w2 − u �� 1,

E(x) =

�:A if r > 2,
�:A (x2 − p

) if r = 2,m > 1, ū �= ¯p
x, if r = 2,m > 1, ū =

p̄
�:A ((x− v)2 − p

), if r = 2,m = 1.

1. If r < 2s, r + 2m, then the second algebra B is

a. ( �'7 (x− � mv)2 − � r p ), if r 5 1 (mod 2).

b. (� , (x− � mv)2 − � r p ), if r 5 0 (mod 2), k + r/2 5 0 (mod 2).

c. (� NK|k(S(µ)), IrrK|k(� mv + � r/2µ)), if r 5 0 (mod 2), k + r/2 5 1 (mod 2), and if k = r =
2,m > 1, then ū �= ¯p . Here µ � O �K , K|k is of odd degree and unramified, µ2 − p �� 1. If
k = r = 2, then the additional condition on µ is

µ2 − u � 1, if m > 1,
(µ + v)2 − u � 1, if m = 1.

Note that if k = r = 2 does not hold, then one can assume K = k.

S(x) = � x, if 2m > r,
x+ v, if 2m = r,

−u, if k < r,
x2 − u, if k = r < 2m,
(x+ v)2 − u, if k = r = 2m,

2. If k + 2m < r, m < s, then the second algebra B is

a. ( ��Y2mo� , x− � mv − � r/2µ), if m+ k 5 1 (mod 2), r 5 0 (mod 2), where µ2 − p �� 1 and

m =
−u, if 2m > k,
v2 − u, if 2m = k.
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b. (− p vmo� , x − � mv), if m + k 5 0 (mod 2), r 5 1 (mod 2).

c. ( �'7 (x− � mv)2 − � r p ), if m + k, r 5 1 (mod 2) and − p vm � 1.

d. ( �'7 x− � mv), if m + k, r 5 1 (mod 2) and − p vm��� 1.

e. (� , (x− � mv)2 − � r p ), if m + k, r 5 0 (mod 2), vm = −uv �� 1.

f. ( �'7 x− � mv − � r/2µ), if m + k, r 5 0 (mod 2), vm = −uv � 1, µ2 − p �� 1.

3. Let 2s + r, s + m, and if s = m, then v̄ �= ē. The second algebra B is

a. (9 p �O� , x− � mv), if k + s 5 0 (mod 2), r 5 1 (mod 2).

b. ( �'7 x− � mv), if k + s, r 5 1 (mod 2), ��9 p �� 1.

c. ( �'7 (x− � mv)2 − � r p ), if k + s, r 5 1 (mod 2), ��9 p � 1.

d. (−�|9'��� (µ), x − � mv − � r/2µ), if k + s 5 1 (mod 2), r 5 0 (mod 2), where µ2 − p �� 1 and

� (x) =

−e, if s < m, 2s < r,
v − e, if s = m, 2s < r,
x− e, if s < m, 2s = r,
x+ v − e, if s = m, 2s = r,

if 2s < r, then � (x) = � does not depend on x.

e. (� , (x− � mv)2 − � r p ), if k + s, r 5 0 (mod 2), 2s < r, −9����� 1.

f. ( �'7 x− � mv − � r/2µ), if k + s, r 5 0 (mod 2), 2s < r, −9�� � 1, µ2 − p �� 1.

g. (� , x− � se), if k + s, r 5 0 (mod 2), 2s = r.

4. If 2m < k (i.e. m = 1, k = 3, s 0 2), then the second algebra B is

a . (�O��Y , x− � v − � r/2µ), r 5 0 (mod 2), µ2 − p �� 1.

b. ( �'7 (x− � v)2 − � r p ), r 5 1 (mod 2), −v p � 1.

c. ( �'7 x− � v), r 5 1 (mod 2), −v p �� 1.

5. If k < 2m = 2s < r, e = v(1 + � l ` ), l > 0, then the second algebra B is

a. ( �'7 x− � mv), if k +m+ l, r 5 1 (mod 2), −uv̀ p �� 1.

b. ( �'7 (x− � mv)2 − � r p ), if k +m + l, r 5 1 (mod 2), −uv̀ p � 1.

c. (� , (x− � mv)2 − � r p ), if m+ l + r/2, k+m+ l, r 5 0 (mod 2), and either m+ l < r/2, uv̀b�� 1,
or m+ l = r/2.

d. ( �'7 x− � mv − � r/2µ), if m + l < r/2, k +m+ l, r 5 0 (mod 2), and uv̀ � 1. µ2 − p �� 1.

e. (−� uv̀ p
, x − � mv), if m + l < r/2, k +m+ l 5 0 (mod 2), r 5 1 (mod 2).

f. (� T (µ), x− � mv− � r/2µ), if m+ l + r/2, k+m+ l 5 1 (mod 2), r 5 0 (mod 2), where µ2 − p �� 1,
and

T (x) =
��Y2` u, if m+ l < r/2,
− ��9 (x− v̀ ), if m+ l = r/2.

g. (−�|9;{O�(7 x− � mv − � r/2µ), if m+ l > r/2, k + r/2 5 1 (mod 2), r 5 0 (mod 2).

h. (� , (x− � mv)2 − � r p ), if m + l > r/2, k + r/2, r 5 0 (mod 2).

j. ( �'7 (x− � mv)2 − � r p ), if m+ l > r/2, r 5 1 (mod 2), k + l +m 5 0 (mod 2).

6. If k = r = 2, m, s 0 2, ū = ¯p , then the second algebra B is

a. (� , x2 − � ku), if −1 � 1.

b. ( � (x2 − � ku), x− � w), if −1 �� 1, where w2 − u �� 1.
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Proof.
i),ii). ( �(7 x2 − � ku)x−� se �� 1, provided k is odd. Otherwise we have f(� w) � � E(w), so A is unramified.
Moreover,

(� E(w), x− � w)x2− � ku � � , w − @ u
k( @ u) = x2 − � ku > (D(x2 − � ku)) �� 1.

1.a. Bx−� se � ( �(7$� r) �� 1. If k is odd, then (A L B)x2− � ku � (x− � se)x2−� ku � ( �(7�@ � u) �� 1, so A �� B.
Let k is even. Then Bx2− � ku � 1, and A �� B again.
1.b. If r is even, then f(� mv + � r/2µ) � � k+r/2S(µ). In case 1.b) one can find K,µ such that S(µ) � 1
and µ2 − p �� 1. Therefore BIrr(� mv+ � r/2µ) � (� , µ2 − p

) �� 1. For odd k Ax2− � ku � ( �'7�@ � u) �� 1, but
Bx2−� ku � 1. Let k be even. Then r/2 is even, so r > k and Bx2− � ku � 1. Anyway, A �� B.
1.c. We have B(x− � mv)2−� r z �� 1. On the other hand, for odd k A(x− � mv)2−� r z � 1. Let k is even. If
r > 2, then A(x− � mv)2−� r z � (� ,−� w) � 1. Let k = r = 2.

Bx2−� ku � � , � ((µ� + � m−1v) − @ u)
k( @ u) = . . . > � 1.

Thus, A �� B.
It is easy to check that in 2) f(� mv) � −� m + k + r

p m v and for even r f(� mv + � r/2µ) � (µ2 −p
)m v� m+k . Moreover, E(w) � �:h , since k < r. So in 2) Ax− � se �� 1 and Ax2− � ku in case i) as well as in

case ii).
2.a. Let firstly m be even and k be odd. Then Bx2− � ku � ( @ � u,− ��Y ) and Bx− � se � (� ,−v). There is
exactly one nontrivial algebra among two last algebras. So B �� 1 and A �� B.

Let now m be odd and k be even. Then Bx− � se � ( ��Y2mo� ,−� v) � (� , �:m ). Furthermore, the algebra
Bx2−� ku is nontrivial ��R the algebra (� , m ) is nontrivial over k. Thus, B �� 1, A �� B again.

2.b. Assume  = � mv + @ � r � , � � O �K, p = IrrK( ] � � )|k(  ). We have f(  ) � vm � ( � − p
) in K( @ � � ).

Bp �
@ � � , − p vm �
K( @ � � ) = p > .

One always can find K, � such that Bp �� 1. If k is odd, then Ap � ( �'7$� ) � 1 over K( @ � � ) and A �� B.

Let k be even. Ap � ( � � h , � mv + @ � r � − � w) � 1.
2.c. Bx− � mv �� 1. In addition, Bx− � se � 1, so A �� B.
2.d. If k is odd and m is even, then Bx2−� ku � ( �'7H@ � u) �� 1 and Bx− � se � ( �'78� m) � 1. Otherwise,
Bx−� se �� 1 and Bx2− � ku � 1.
2.e. Let µ2 − p �� 1, then f(� mv + � r/2µ) � 1 and BIrr( � mv+ � r/2µ) �� 1. Bx−� se �� 1.

2.f. Assume � = 3@ � ,  = � mv + � m �!� and p = Irrk � |k(  ). We have f(  ) � 1, Bp � ( �(7F�Z� m),
Bx−� se � ( �(7$� m). There is exactly one nontrivial algebra among the two last algebras. On the other
hand, Ax− � se �� 1 and Ap �� 1. Indeed, if k is odd, then Ap � ( �'7 −� ku) and Ap � ( ��h�� ,−� w). So
B �� 1 and B �� A.

In 3) f(� mv) � � k+r+s 9 p � and f(� mv + � r/2µ) � −� k+s 9�� (µ)(µ2 − p
), provided r is even. If k

is odd, then Ax2− � ku � ( �'7�@ � u) �� 1. If k is even, then Ax−� se � (�O��h ,−� w) �� 1. Anyway, A is
nontrivial at two these places. On the other hand, A(x− � mv)2− � r z � 1.
3.a. This case can be considered by analogy with 2.b).
3.b. We have B(x− � mv)2−� r z �� 1 and A(x−� mv)2−� r z � 1.
3.c. B �� 1 since Bx− � mv �� 1, and B �� A in view of Bx−� se � 1.
3.d. B(x− � mv)2− � r z � (� , µ− @ p ) �� 1, provided µ2 − p �� 1. So B �� 1, A.

3.e. For µ2 − p �� 1 f(� mv + � r/2µ) � 1 and Bx− � mv− � r/2µ �� 1. Bx− � se � 1.

3.f. Let  i = � mv+ � s � i � k ���!�$��� = 3@ � , pi = Irrk �6�|� |k(  i), i = 1, 2. Then f(  i) � −� k 9�� s � (� 2s � 2i −
� r p ) � −9;� � 1 and Bpi � ( �(7$� s � i) over k �����U� So there is exactly one nontrivial algebra among
Bpi , i = 1, 2. On the other hand, Api �� 1. Therefore, B �� 1, A.
3.g. Let f i = � s r i, r i � O �K, ¯r i �= ē, qi = IrrK|k(f i), i = 1, 2. Then

f(f i) � −u(r i − e)
r 2
i − p

, if m > s,
(r i − v)2 − p

, if m = s.
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We require r 1 − e �� r 2 − e and f(f i) � 1, i = 1, 2. Then Bqi � (� , (−1)s(r i − e)) and Aqi � 1, i = 1, 2.
Since there is exactly one nontrivial algebra among Bqi , i = 1, 2, B �� 1, A.

In 4) we have f(� v) � −v p � r+1 and f(� v + � r/2µ) � v(µ2 − p
)� , provided r is even. In this case

A = ( �'7 x2 − � 3u) and Ax− � se �� 1, Ax2−� 3u �� 1.
4.a. Bx− � se � ( ��Y2� ,−� v) �� 1, Bx2−� ku � 1, so that B �� 1, A.
4.b. B �� 1 in view of Bx−� v �� 1, and B �� A since Bx− � se � 1.
4.c. Finally, in this case Bx−� se �� 1 and Bx2−� 3u � 1.

In 5) f(� mv) � −� k+m+l+ruv̀
p

and if r is even, then

f(� mv + � r/2µ) � (µ2 − p
)

� k+l+muv̀ , if m + l < r/2,
−� k+l+mu(µ− v̀ ), if m + l = r/2,

−� k+r/2uµ, if m+ l > r/2.

We have also Ax−� se �� 1 and Ax2−� ku �� 1.
5.a. B(x− � mv)2−� r z �� 1 and A(x−� mv)2− � r z � 1.
5.b. Bx−� mv �� 1, Bx2−� ku � 1.
5.c. If m + l < r/2, then f(� mv + � r/2µ) � 1, provided µ2 − p �� 1. Otherwise, f(� mv + � r/2µ) �
(µ2 − p

)(v̀ − µ), and we always can find such K,µ that f(� mv + � r/2µ) � 1 and µ2 − p �� 1 again.
Anyway, BIrr( � mv+ � r/2µ) �� 1. B �� A in view of Bx2−� ku � 1.

5.d. Let  i = � mv+ � (m+l) � i, pi = Irrk � �|� |k(  i), i = 1, 2. Then f(  i) � uv̀ � 1 and Bpi � ( �'7F� m+l+i).
So there is exactly one nontrivial algebra among Bpi , i = 1, 2. On the other hand, Api �� 1. Therefore,
B �� 1, A.
5.e. Let  = � mv + @ � r � � K( @ � � ) and p = Irr(  ). Then f(  ) � uv̀ � ( � − p

) and

Bp �
@ � � , − � 9;Y2` p
K( @ � � ) = p > .

One always can choose K and � such that Bp �� 1. Furthermore, B �� A since Ap � 1.

5.f. f(� mv+ � r/2µ) � � T (µ), so B is unramified. A(x−� mv)2− � r z � 1, but B(x− � mv)2−� r z � (� , µ− @ p ) ��
1.
5.g. B(x− � mv)2−� r z �� 1 and A(x−� mv)2− � r z � 1.

5.h. In view of f(� mv + � r/2µ) � −uµ(µ2 − p
) we can find µ such that f(� mv + � r/2µ) � 1 and

(µ2 − p
) �� 1. Then BIrr( � mv+� r/2µ) �� 1. Moreover, Bx2−� ku � 1.

5.j. Bx−� se � ( �'78� r) �� 1. Finally, B �� A since Ax2− � ku � 1.
6. A = (� w, x− � w), w2 − u �� 1. So, Ax2− � ku �� 1 and Ax− � se � (� w,−� w) � 1. Let −1 � 1. Then
Bx−� se � (� ,−u) �� 1. Thus, B �� 1, A. Let now −1 �� 1. In this case Bx−� w � ( � (w2 − u), x− � w) � 1,
so B is unramified. Finally, Bx− � se � (−9'�'7 −� w) �� 1.

The theorem is proved.

5 Splitting type (1,4).

This section is devoted to case deg f1 = 4, deg f2 = 1 and the reduction is bad.
In our further considerations we will need lemmas from the previous sections.

Lemma 22 | 2BrC| = 4.

So it is enough to find one unramified and nontrivial algebra that is not isomorphic to scalar algebra
(� , � ). This algebra is not isomorphic to (� , � ) by lemma 12.

Lemma 23 By an appropriate replacing of the variable x the polynomial f can be reduced to the form
f(x) = g(x)(x − � le), l 0 0, e � O �k, g is irreducible, and either
I. g(x) = (x2 − u)2 + � mvx + � n p , or
II. g(x) = x4 + � kux2 + � mvx+ � r p ,

where k,m, n > 0, u, v,
p � O �k, and in case I u �� (O �k)2.
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Proof. Since g(x) is irreducible, then by Hensel’s lemma we have only the following two possibilities
for ḡ(x).
I. ḡ(x) = (x2 + px+ q)2, p, q � k̄, p2 − 4q �� k̄2,
II. ḡ(x) = (x− r )4, r � k̄.

In the second case one can assume that r = 0, i.e. g(x) = x4 + ax3 + bx2 + cx + d, a, b, c, d � Mk.
Moreover, by replacing x .� x− a/4 we can remove the monomial ax3.

In the first case the same replacement gives (x2 + px + q)2 = x4 + b̄x2 + c̄x + d̄, so p = 0, b̄ = 2q,
d̄ = q2. Suppose b = −2u, ū = −q, then d = u2 + � 7 � � Mk, and g(x) = (x2 − u)2 + cx+ � . The lemma
is proved.

Theorem 27 Let the curve C correspond to case I from lemma 23. Then the following algebra A is
nontrivial, unramified, and not isomorphic to the scalar one. (We define   = g( @ u) = � mv @ u+ � n p �
k( @ u)).
1. v �� 1� 5 1 (2), �¡ �m ( @ u) � 1 in k( @ u), where

m (x) =
x, if l > 0,
x− e, if l = 0.

A = (� , x2 − u).

2. v �� 1� 5 1 (2), �¡ �m ( @ u) �� 1.

A = ( � (x2 − u), � (x− % )), %l� O �k, % 2 − u �� 1.

3. v �� 1� 5 0 (2), m ( @ u) �� 1 in k( @ u).
A = (� , x− � le).

4. v �� 1� 5 0 (2), m ( @ u) � 1.

A = ( � (x), x− % ), where p = Irrk( ] u|k)(  ),  = @ u(1 + � sw), w � O �
k( ] u) such that µ+ 4u2w2 �

O �
k( ] u)

\ (O �
k( ] u)

)2,   = � 2sµ.

Proof.
1. We have f( @ u) �  �m ( @ u), so A is unramified. Let K|k be unramified extension of odd degree and
fg� O �K such that

m (f ) � 1,
f 2 − u �� 1.

Then f(f ) � m (f ) � 1 and

AIrrK|k( � ) � � , f 2 − u

K = . . .> �� 1.

2. We have Ax− ¢ � ( � 2, � (x− % )) � 1 and

Ax2−u � x2 − u , � (% − @ u)
k( @ u)(  �m ( @ u)) = x2 − u > � 1,

since  �m ( @ u) � � (% − @ u) in k( @ u).
Thus, A is unramified. If fg� O �K satisfies the conditions

m (f ) � 1,
f 2 − u � 1,

then f(f ) � m (f ) � 1 and

AIrrK|k( � ) � � (f 2 − u) , � (f − % )

K = . . . > � ( �'78� ) �� 1.
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3. Let µ, s,  , p be from item 4 of this theorem. Then g(  ) � µ + 4u2w2 �� 1, and f(  ) � g(  )m ( @ u) � 1.
So

Ap � � ,  − � le
k( @ u) = p > � � , m ( @ u)

k( @ u) = p > �� 1.

4. In view of ��£ (% ) � � (% − @ u − � s @ uw)(% + @ u + � s @ uw � ) � � (% 2 − u) � 1 we have Ax− ¢ � 1.
Furthermore, f(  ) � µ + 4u2w2 �� 1, therefore f(  ) � % − @ u in k( @ u) and

Ap � p , % − @ u
k( @ u)( f(  )) = p > � 1.

Thus A is unramified. We prove its nontriviality. Assume that � = @ u(1 + ���u� k( @ u, ���U��� = 3@ � .
Then f( � ) � (u2(2 + �!� 2 � 2 + � 2sµ)m ( @ u) � 1 and

AIrrk(
�

u,¤o¥ ( � ) �
��£ ( � ) , � − %
k( @ u, ���$= . . .> � p( � ) , % − @ u

k( @ u, �!�8= . . . > �� 1,

since p( � ) � ( � −  )( � −  � ) � 2 @ u �¦�§@ u− � sw @ u) � �!�
The theorem is proved.
Let us pass to case II. It is convenient to introduce the following notations.

d = min
k

2
,
m

3
,
n

4
� 1

4
Z

1

3
Z, h(t) = t4 + � k−2dut2 + � m−3dvt+ � n−4d p � k(� d)[t].

Then for a suitable unramified K|k of odd degree and w � O �K we have

g(� dw) � � 4dh(w) � h(w) � O �K(� d).

In addition, h̄(t) � k̄[t] is a monic polynomial which is of degree 4 and does not coincide with t4.

Theorem 28 Assume we are in case II, d + l, and h̄(t) �� k̄[t]2. Then the following algebra A is
unramified, nontrivial, and not isomorphic to the scalar one.

1. d � 2Z, A = (� , x− � le).
2. d � 1 + 2Z, A = (� , IrrK|k(� dw)), w � O �K such that

m (w) �� 1,
h(w) �� 1,

where m (x) =
x, if d < l
x− e, if d = l.

3. d � 2/3 + Z, A = (� , x− � le).
4. d � 1/3 + Z, A = (� , IrrK( 3] � )|k(� dw)), K and w are from 2.

5. d � 1/4 + Z ¨ 3/4 + Z, A = ( �'7 x− � le).
6. d � 1/2 + Z, A = (−� IrrK( ] � )|k(� dw), ��A ), w � O �K, h(w) �� 1.

Proof. Since h̄(t) �� k̄[t]2 the equation y2 = ah̄(t), a � k̄ � gives a variety in A2(k̄s).
Therefore by Leng-Weil theorem for any N � N there exists a "U#�	�����
�� tly large extension K̃ |k̄ such

that |V (K̃)| > N . So there exists w̃i � K̃, i = 1, 2 such that h̄(w̃1) � 1, h̄(w̃2) �� 1 in K̃ . After lifting
K̃ to K and w̃i to wi � O �K (K̄ = K̃, w̄i = w̃i) we have h(w1) � 1, h(w2) �� 1. If w is required to have
some additional property (for example, m (w) �� 1), then one can consider a variety V in A3(k̄s)

y2 = ah̄(t),
z2 = ¯� ¯m (t) (lemma 6).
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1. Let K,w be as in item 2 of this theorem. Then f(� dw) � h(w)m (w) � 1, so

AIrr( � dw) � � , m (w)

K = Irr(� dw) > �� 1.

2. f(� dw) � h(w)m (w)� � � , so A is unramified. We have also

Ax−� le � (� , � � G(K|k)
(� le− � dw � )) � (� , NK|k(m (w))) �� 1.

3. f(� dw) � wh(w) in K( 3@ � ). Let w, h(w) �� 1, then

AIrr(� dw) �
3@ � , w

K( 3@ � ) = . . . > �� 1.

4. f(� dw) � � wh(w) � � and A is unramified.

Ax− � le � (� , � � G(K|k)
(x3 − � 3d(w

�
)3))x−� le � (� ,−� NK|k(w)) �� 1.

5. In this case n 5 1 (2) and d = n/4 < min{k/2,m/3, l}. Let d < d� < min{k/2,m/3, l}, d��� Q such
that d� = p/q, p, q � N , (p, q) = 1, p, q 5 1 (2). Under these assumptions f(� d E p ) � � (p+nq)/q � 1 in
k(� 1/q). Therefore

AIrr(� d E z ) � ( �'78� d E p ) � � , � 1/q

k(� 1/q) = . . . > �� 1.

6. We have
Ax � (−� � −� 2d(w

�
)2, ��A ) � 1.

f(� dw) � � dwh(w) � ��h�� d in k( @ � ), hence

AIrr( � dw) � −� Irr(� dw) , ��h�� d
K( @ � )( f(� dw)) = . . . > � 1.

Thus, A is unramified. It is nontrivial in view of f(� 2/7) � � 2/7 − � le � 1 in k(� 1/7), so

Ax7− � 2 � −� � (� 4/7 − � 2d(w
�
)2) , ��� 2/7

k(� 1/7) = x7 − � 2 > � −� 1/7 , �
k(� 1/7) = x7 − � 2 > �� 1.

The theorem is proved.

Theorem 29 Let case II take place and d > l, h̄(t) �� k̄[t]2. Then the following algebra A is unramified,
nontrivial, and not isomorphic to the scalar one.

1. l 5 0 (2), d � (1/3)Z, −e � 1.

A = ( �'7 IrrK|k(� dw)), h(w) �� 1.

2. l 5 0 (2), d � (1/3)Z, −e �� 1.

A = ( �'7 xq − � p), where l < p/q < d, p, q � N , (p, q) = 1, p, q 5 1 (2).
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3. l 5 0 (2), n 5 1 (2). (This is always true if d � 1/4 + Z ¨ 3/4 + Z).

A = (−� p e, x).
4. l 5 0 (2), n 5 0 (2), d � 1/2 + Z, − p e �� 1.

A = ( �'7 x).
5. l 5 0 (2), n 5 0 (2), d � 1/2 + Z, − p e � 1.

A = ( �'7 IrrK( ] � )|k(� dw)), h(w) �� 1.

6. l 5 1 (2), n 5 1 (2), − p e � 1.

A = ( �'7 x− � le).
7. l 5 1 (2), n 5 1 (2), − p e �� 1.

A = ( �'7 x).
8. l 5 1 (2), n 5 0 (2), d � (1/3)Z.

A = (− �'P$� , IrrK(� d)|k(� dw)), h(w) �� 1.

9. l 5 1 (2), n 5 0 (2), d � 1/2 + Z.

A = (−� p e, x).
Proof.
1. f(� dw) � h(w)(−� le) � � , so A is unramified. f(� p/q ) � −� le � 1. Then

Axp− � q � � , � (� p/q − � dw � )
k(� 1/q) = . . . > � � , � 1/q

k(� 1/q) = . . . > �� 1.

2. f(� p/q) � −e, so A is unramified. Moreover, f(� dw) � −eh(w) � 1, so that

AIrr( � dw) � � , −� p
k(� d) = . . . > �� 1.

3. f(0) � −� p e, i.e. A is unramified. Let `©� O �K , `ª�� 1, ` − e � 1. Then f(� l ` ) � ` − e � 1 and
AIrr(� l v ) � (−� p e, � l ` ) � (� , ` ) �� 1.

4. f(0) � − p e, so that A is unramified. If w satisfies h(w) ��
p
, then f(� dw) � −eh(w) � 1. We have

AIrrK(
� �

)|k(� dw) � � , � dw
K( @ � ) = . . . > � ( �'7 @ � ) �� 1.

5. In this case f(� dw) � � and f(0) � 1. Then A is unramified and Ax � ( �'7 −� 2dw) �� 1.

6. f(0) � 1, Ax � ( �'7 −� l) �� 1

7. Ax− � le � ( �'7$� l) �� 1.

8. f(� dw) � − �'P$� , i.e. A is unramified. Ax− � le � (− �(P$� , � e) �� 1.

9. Let  = � d−1/2 @ � w � K( @ � w). Since d � 1/2+Z, then d < m/3, h( @ w) � w2+ � k−2duw+ � n−4d
p

=
h0(w), and f(  ) � −h0(w)we. Note that in view of h̄(t) = h̄0(t2) we have h̄0(t) �� k̄[t]2. So the condition

w �� − p e,
h0(w) �� p
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can be satisfied in a suitable K. Under these conditions we have f(  ) � 1 and

AIrrK(
� �

w)|k �
−� p e , wd−1/2 @ � w

K( @ � w) = . . . > � @ � w , −w p e
K( @ � w) = . . . > �� 1.

Thus, case h̄(t) �� k̄[t]2 is completely considered. Let us make the form of polynomial g(t) more

precise, provided h̄(t) � k̄[t]2. If x4 + � k−2dux2 + � m−3dvx + � n−4d
p

= (x2 + ��A + % )2, then � = 0,

� m−3dv = 0, � k−2du = 2% , and � n−4d
p

= % 2, %D� k̄ � . Then n = 2k, m > 3k/2, d = k/2 � (1/2)Z,p
= r 2 + � s` , u = −2r , ` , r � O �k, s > 0. So g(x) has the following form.

g(x) = (x2 − � k r )2 + � mvx+ � 2k+s` .
Let   = g( � k r ) = � 2k+s` + � mv � k r � k( � k r ). Note that one always can suppose v �� 1� =
min{2k+s,m+k/2}. Indeed, let v �� 1� > min{2k+s,m+k/2}. This means that k 5 0 (2), r = % 2 � (O �k)2,
2k + s = m + k/2 and ¯` + v̄ ¯% = 0. Then ¯` − v̄ ¯%«�= 0, and replacement % by −% gives us the required  1�
Moreover, if k 5 0 (2), then equality v �� 1� = 2m − k (or v �� 1� /2 − k = m − 3k/2) is impossible. Indeed,
then 2m− k + m+ k/2, m + 3k/2.

From now on we will consider only such g(x) and  1�
Theorem 30 Let d < l. Then the following algebra A is unramified, nontrivial, and not isomorphic to
the scalar one.

1. k 5 0 (2), r = % 2,   � � d % � � .
A = (� , x− � le).

2. k 5 0 (2), r = % 2,   � � d % � �|¬ , ¬k� O �k.
A = ( �'7 x− � le).

3. k 5 0 (2), r = % 2,   � � d % � 1.

Let  = � d % (1 + � rw), r = min{v �¦ 1� /2 − k,m − 3k/2}, w � O �K such that � (w) � O �K \ (O �K)2,
where

� (x) =
4r 2x2 + µ, if v �� 1� /2 − k < m − 3k/2
4r 2x2 + v% x, if v �¦ 1� /2 − k > m − 3k/2,

  = � v � ­'� µ, and p = IrrK|k(  ).
Then A = ( �(7 p).

4. k 5 0 (2), r = % 2,  �� d % � � , d 5 1 (2).

A = ( �'7 x− � d % ).

5. k 5 0 (2), r = % 2,  �� d % � � , d 5 0 (2), % � 1.

A = ( �'7 x− � d % ).

6. k 5 0 (2), r = % 2,  �� d % � � , d 5 0 (2), %«�� 1.

A = ( �'7 Irrk( 3] � )|k(  ®� )), where  ®� = � d % (1 + 3@ � ).

7. k 5 0 (2), r = % 2,  �� d % � �|¬ , v �¦ 1� 5 1 (2).

A = (�|% µ, x − � d % ),   = � v � ­'� µ.
8. k 5 0 (2), r = % 2,  �� d % � �|¬ , v �¦ 1� 5 0 (2).

A = (�|%O�'7 p), p is from item 3.

9. k 5 1 (2), m + k/2 < 2k + s, r mv � 1.

A = ( �'7 x− � le).
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10. k 5 1 (2), m + k/2 < 2k + s, r mv �� 1.

A = ( �'7 x2 − � k r ).
11. k 5 1 (2), m + k/2 > 2k + s.

Let  = � k r (1 + ( @ � r )sw) � K( @ � r ), w � O �K such that r s(4r s+2w2 + ` ) � O �K \ (O �K)2,
q = IrrK( ] � � )|k(  ).
Then A = ( �:Ax7 q(0)q(x)).

12. k 5 0 (2), r �� 1, v �� 1� 5 0 (2), d 5 1 (2), −1 � 1.

Let similarly as in item 3  = � d @ r (1+ � rw) � K( @ r ), w � O �K( ] � ) such that � (w) �� 1 in K( @ r ),

p = IrrK( ] � )|k(  ).
Then A = (� , p(x)).

13. k 5 0 (2), r �� 1, v �� 1� 5 0 (2), d 5 1 (2), −1 �� 1.

Let p be as in item 12, µ � O �k, µ2 − r �� 1.

Then A = ( �:£ (x), x− � dµ).

14. k 5 0 (2), r �� 1, v �� 1� 5 0 (2), d 5 0 (2), −1 �� 1.

A = ( ��£ (x), x− � dµ), p and µ are as in 13.

15. k 5 0 (2), r �� 1, v �� 1� 5 0 (2), d 5 0 (2), −1 � 1.

A = (� , x− � le).
16. k 5 0 (2), r �� 1, v �� 1� 5 1 (2), d 5 0 (2), µ � @ r in k( @ r ),   = � v � ­'� µ.

A = (� , x2 − � k r ).
17. k 5 0 (2), r �� 1, v �� 1� 5 1 (2), d 5 0 (2), µ �� @ r .

A = ( � (x2 − � k r ), � (x − � d f )), fk� O �k, f 2 − r �� 1.

18. k 5 0 (2), r �� 1, v �� 1� 5 1 (2), d 5 1 (2), −1 � 1.

A = (� , p(x)), p is as in item 12.

19. k 5 0 (2), r �� 1, v �� 1� 5 1 (2), d 5 1 (2), −1 �� 1.

A = ( ��£ (x), x− � d f ), p is from item 12, fg� O �k, f 2 − r �� 1.

Proof.
1. f(� d % ) �  �� d % � 1, so Ax− � d ¢ � (� , � d % ) �� 1.

2. Ax− � d ¢ � ( �'7$� d % ) �� 1.

3. f(  ) � g(  )  � g(  ) � 4� 2k+2r r 2w2(1+ � rw/2)2+ � v � ­'� µ+ � m+d+r v% w � 4r 2w2+ � 2[(v �6­(� /2−k)−r]µ+
� (m−3k/2)−rv% w � � (w) � � . Thus A is unramified. Let  ®� = � d % (1 + ���x� k �¦���$��� = 3@ � , p� = Irr(  ®� ).
Then f(  � ) � g(  � ) � 4r 2 + � 2[(v � ­'� /2−k)−1/3]µ + � (m−3k/2)−1/3 � 1, and

Ap E �
� , � � G(K|k)(� d % (1 + �!� − � d % (1 + � rw � ))

k ���!�8= p� > � ( �'7U�!�Z�� 1.

4. f(� d % ) � � , so A is unramified. Ax−� le � ( �(7$� d % ) �� 1.

5. Let  ®� , p� be from item 3 of this proof. Then f(  ®� ) � 1 and Ap E �� 1.

6. f(  ®� ) � g(  ®� )(� d % − � le) � � d % � � , A is unramified. Let  , p be as in 3. Then f(  ) � �(� (w) � 1 and
Ap �� 1.
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7. f(� d % ) � �|{|% , A is unramified. If fj� O �K satisfies the conditions f � 1, ¯fM�= ¯% , f − %��� 1, then
f(� d f ) � � d f � 1 and AIrr( � d � ) � (�|% µ, f − % ) �� 1.

8. f(  ) � g(  )� d % � �|%O� (w), so A is unramified.

Ax− � le � (�O��% , � � G
(� le − � d % (1 + � rw � ))) � (�O�:% ,−�|% ) �� 1.

9. f( � k r ) �   � k r � r mv � 1 in k( @ � r ). Therefore

Ax2− � k � �
� , @ � r

k( @ � r ) = x2 − � k r > �� 1.

10. f( � k r ) � � , A is unramified. Ax−� le � ( �'7 −� k r ) �� 1.

11. We have g(  ) � r s(4r s+2w2 + ` ) � � , then f(  ) � �( .
A is unramified. Indeed, Ax � ( ��Ax7 q(0)2) � 1 and

Aq � �' , q(0)q

K( @ � r )( @ �' ) = q > � 1.

A �� (� , � ) in view of (� , � )x− � le �� 1, but Ax−� le � ( ��� le, q(0)2) � 1. Finally,

Â � � , q(0)

k = 1/x > �� 1,

since vk(q(0)) 5 1 (2).

12. f(  ) � � @ r g(  ) � � , A is unramified.

Ax− � le � (� , � � G(K|k)
� d @ r (−� d @ r )) � (� ,−r ) �� 1.

13. p(� dµ) � � (µ− @ r )(µ + @ r ) � µ2 − r � � , so that Ax− � dµ � ( � 2, x− � dµ) � 1.
f(  ) � � g(  ) @ r � � (µ − @ r ) in k( @ r ). Then

Ap �
��£ , � (µ − @ r )

K( @ r )( f(  )) = p > � 1.

Thus, A is unramified.

Ax−� le � ( � � �
d @ r (−� d @ r ),−� dw) � (� ,− � r ) �� 1.

14. f(  ) � g(  ) � µ− @ r , hence A is unramified. Let  ®� = � d @ r (1+ ���U��� = 3@ � . Then f(  ®� ) = g(  ®� ) � 1
and

AIrrk ¯ ¤ ,
� °

)( < E ) �
� � G(K( ] � )|k)(( @ r − ( @ r )

�
) + � r − (w @ r ) � � r) , µ − @ r

k ��� , @ r ) = . . . > �

�
� , µ− @ r
k ��� , @ r ) = . . . > �� 1.
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15. f(  ) � g(  ) @ r � 1, then

Ap �
� , @ r

K( @ r ) = p > �� 1.

16. f(� d @ r ) � � µ @ r � � , A is unramified. Let �!� O �K, � 2 − r �� 1, � � 1. Then f(� d � ) � g(� d � ) � 1
and

AIrr(� d ± ) � � , � 2 − r
K = . . . > �� 1.

17. Ax− � d � � ( � 2, � (x− � d f )) � 1.

Ax2− � k � �
x2 − � k r , � (f − @ r )

k( @ r )( f(� d @ r )) = x2 − � k r > � 1,

because f(� d @ r ) � � µ @ r � � (f − @ r ), i.e. A is unramified.

Â � � , �
k = 1/x > �� 1.

It remains to prove that A �� (� , � ). Choose � as in 16. Then AIrr( � d ± ) � ( � ( � 2 − r ), . . .) � 1. On the
other hand, (� , � )Irr( � d ± ) �� 1.

18. f(  ) � � @ r g(  ) � � , A is unramified.

Ax− � le � (� , � � G(K( ] � )|k)
−� d( @ r )

�
(1 + � rw � )) � (� ,−r ) �� 1.

19. We have

Ax− � d � � (x− � d f , � � � G(K( ] � )|k)
(f − ( @ r )

�
(1 + � rw � )) � (x− � d f , � (f 2 − r )) � 1,

f(  ) � � @ r g(  ) � � (f − @ r ) in k( @ r ). So

Ap �
p , � d( @ r − f )

k( @ r )( � (f − @ r )) = p > � 1,

i.e. A is unramified. To prove the theorem it is enough to check that A is nontrivial.

Ax− � le � ( � � � G(K( ] � )|k)
−� d( @ r )

�
(1 + � rw � ),−� d f ) � (− � r ,−�|f ) �� 1.

Theorem 31 Let d 0 l and if d = l, � k r = (� d % )2 � k2, then b̄ �= ē. Assume

m (x) =
−e, if d > l,
x− e, if d = l.

Then the following algebra is unramified, nontrivial, and not isomorphic to the scalar one.

1. � k r = (� d % )2 � 1, v �¦ 1� 5 0 (2), l 5 0 (2), m (% ) �� 1.

A = (� , x− � le).
2. � k r � 1, v �� 1� 5 0 (2), l 5 0 (2), m (% ) � 1.

A = ( �'7 p(x)), where p is defined in item 3 of the previous theorem.
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3. � k r � 1, v �� 1� 5 0 (2), l 5 1 (2).

A = (�O��m (% ), p(x)).

4. � k r � 1, v �� 1� 5 1 (2), l 5 1 (2), µ � m (% ), where   = � v �6­(� µ.
Let � = 5@ � , t � {1, 2}, t 5 d (2),  ®� = � d % (1 − � t ��% ) � k ���!� , p� = Irr(  ®� ).
Then A = (�|m (% ), p� (x)).

5. � k r � 1, v �� 1� 5 1 (2), l 5 1 (2), µ �� m (% ).

A = ( �'7 x− � d % ).

6. � k r � 1, v �� 1� 5 1 (2), l 5 0 (2).

A = (�|{|m (% ), x − � d % ).

7. k 5 1 (2), v �� 1� 5 0 (2) in k( @ � r ), − P r l � 1.

Let  = � k r (1 + ( @ � r )rw) � K( @ � r ), w � O �K such that g(  ) � � in K( @ � r ), p = Irr(  ).
Then A = ( �(7 p(x)).

8. k 5 1 (2), v �� 1� 5 0 (2) in k( @ � r ), − P r l �� 1.

Let  ®� = � k r (1 + 6@ � r ) � k( 6@ � r ), q = Irr(  ®� ).
Then A = ( �(7 q(x)).

9. k 5 1 (2), v �� 1� 5 1 (2).

A = (¬
� (k−1)/2x,−� r (x2 − � k r )), ¬ = −evl+m+(k−1)/2 .

10. k 5 0 (2), r �� 1, v �� 1� 5 0 (2), l 5 1 (2), l = d, m ( @ r ) �� 1 in k( @ r ).

Let  = � d @ r (1 + � rw), w � O �K( ] � ) such that g(  ) � O �K( ] � ) \ (O �K( ] � ))2, p = Irr(  ).
Then A = (� , p(x).

11. k 5 0 (2), r �� 1, v �� 1� 5 0 (2), l 5 0 (2), l = d, m ( @ r ) �� 1 in k( @ r ).

A = (� , x− � le).
12. k 5 0 (2), r �� 1, v �� 1� 5 0 (2), m ( @ r ) � 1 in k( @ r ) (the last condition always holds if l < d).

A = ( ��£�78� l+d(x− � d % )), where %l� O �k, % 2 − r �� 1, p is from item 10.

13. k 5 0 (2), r �� 1, v �� 1� 5 1 (2), µ �� m ( @ r ) in k( @ r ).

A = ( � (x2 − � k r ), � l+d+1(x− � d % )), where %l� O �k, % 2 − r �� 1.

14. k 5 0 (2), r �� 1, v �� 1� 5 1 (2), µ � m ( @ r ) in k( @ r ), l 5 0(2).

A = (� , x2 − � k r ).
15. k 5 0 (2), r �� 1, v �� 1� 5 1 (2), µ � m ( @ r ) � 1, l 5 1(2).

Let � = 3@ � ,  ®� = � d @ r (1 + �Zf ), fa� O �k( ] � ) \ (O �k( ] � ))2, q = Irrk �6� , ] � )|k(  ®� ).
Then A = (� , q(x)).

16. k 5 0 (2), r �� 1, v �� 1� 5 1 (2), µ � m ( @ r ) �� 1, l 5 1(2).

A = (� , x− � le).
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Proof.
1. If  , p are the same as in item 3 of the previous theorem, then g(  ) � � and f(  ) � ��� l m (% ) � 1, so
Ap � (� , m (% )) �� 1.

2. f(  ) � � , A is unramified. Let  ®� = � d % (1 + � t), � = 5@ � , t � {1, 2}, t �5 d (2), p� = Irrk � �|� |k(  ®� ).
Then f(  ®� ) � m (% ) � 1 and

Ap E � � , � [� d % (1 + � t) − � d % (1 + � rw � )]
k �¦���8= p� > � � , � d+t

k �����$= p� > �� 1.

3. A is unramified because of f(  ) � �O�:m (% ). We have also

Ax−� le � (�O��m (% ), � (� le − � d % (1 + � rw � ))) � (�O��m (% ),−�|m (% )) �� 1.

4. f(� d % ) �  �� l m (% ) � 1, f(  ®� ) � �|m (% ), so that A is unramified. If � 5 = 1, � is a primitive root, then

Ax− � d ¢ � (�|m (% ),

5

i=0

(� d % − � d % (1 − � t � it ��% ))) � ���²m (% ), � d+t � )) �� 1.

5. f(� d % ) � � , A is unramified. Ax− � le � ( �(7$� l m (% )) �� 1.

6. f(� d % ) � �|{|m (% ). Find fg� O �K satisfying the following conditions

¯f��= ¯% ,
f − e � 1,
f��� 1, if l < d,
f − %M�� 1, if l = d.

Then f(fX� l) � (f − e)g(fX� l) � 1 and AIrr( � � l ) � (�|{|m (% ), f − � d−l % ) �� 1.

7,8. In these cases we have l < d, d � 1/2 + Z.
f(  ) � g(  )(−� le) � − P r l � in K( @ � r ),
f(  ®� ) � g(  ®� )(−� le) � − P r l in K( @ � r ).

If − P r l � 1, then A = ( �(7 p) is nontrivial and p(  ®� ) � � � G(K|k)( � k r (1 + 6@ � r ) − � k r (1 +

( @ � r )rw
�
))( � k r (1 + 6@ � r ) + � k r (1 + (−1)r (� r )rw

�
)) � 2 6@ � r , i.e.

Aq �
� , 6@ � r
k( 6@ � r ) = q > �� 1.

Let now − P r l �� 1. Then A = ( �'7 q) is unramified and q(  ) � −2 @ � r . So Ap �� 1.

9. Ax � (¬2� (k−1)/2x, (−� r )2) � 1.

Ax2− � k � �
−(x2 − � k r ) , ¬ @ � r

k( @ � r )( f( � k r )) = x2 − � k r >
.

Since v �� 1� 5 1 (2) in k( @ � r ), then 2k+s < m+k/2 and   � � mv � k r � r m+(k−1)/2v @ � r in k( @ � r ).

So f( � k r ) � ¬ @ � r in k( @ � r ) and Ax2− � k � � 1. Thus A is unramified. Furthermore,

Â � � , ¬ r (k−1)/2

k = 1/x > .
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If l 5 0 (2), then choose fa� O �K satisfying the conditions

f − e � 1,
f��� ¬ r (k−1)/2.

Then f(� l f ) � (¬2� (k−1)/2 f ,−� r (� 2l f 2 − � k r )) � (� , ¬
f r (k−1)/2), i.e. among the algebras Â , AIrr(� l � )
there is exactly one nontrivial. Therefore A �� 1, (� , � ).

Let now l 5 1 (2). One can find fa� O �K such that

r − f � 1,
f � −e.

Then we have f( � k f ) � −� le � −f e � 1 in K( @ �|f ) and

A
Irr( @ � k � ) �

¬2� (k−1)/2 � k f , −� r � k(f − r )
K( @ �|f ) = . . . > � @ � r , r

K( @ �|f ) = . . . > �� 1.

On the other hand,

(�O� )
Irr( @ � k � ) �

� , �
K( @ �|f ) = . . . > � 1.

10,11. Since f(  ) � � l m ( @ r ) p , p � O �K( ] � ) \ (O �K( ] � ))2, then in 10 A is unramified and in 11

Ap �
� , � l m ( @ r )

K( @ r ) = p > �� 1.

Moreover, in the first case Ax−� le � (� , e2 − r ) �� 1.

12. p(� d % ) � % 2 − r � � , therefore Ax− � d ¢ � 1. f(  ) � g(  )m ( @ r )� l � p � l, p �� 1 in k( @ r ). Then

Ap �
p , � l+d(� d @ r − � d % )

K( @ r )( @ � l p ) = p > �
p , � l(% − @ r )

K( @ r )( @ � l p ) = p > � 1.

So, A is unramified. We have also

Â � � , � l+d
k = 1/x > , Ax− � le � ( �(7$� d),

the latter equality because of p(� le) � 1. If l 5 1 (2), then exactly one among these algebras is nontrivial,
so A �� 1, (� , � ).

Let l 5 0 (2). Suppose  ®� = � d @ r (1 + ���U�³� = 3@ � . Then f(  ®� ) � m ( @ r ) � 1 and

p(  � ) � � (� d @ r (1 + ��� − ( @ r )
� � d(1 + � rw � )) � � .

We have

AIrrk ¯ ¤ ,
� °

)|k( < E ) �
� , % − @ r
k �¦� , @ r ) = . . . > �� 1.

Note, that (� , � ) is trivial at this place.

13. Ax− � d ¢ � ( � 2, . . .) � 1. f(� d @ r ) � � l+1 {|m ( @ r ), then

Ax2− � k � �
x2 − � k r , � l+d+1(� d @ r − � d % )

k( @ r )( f(� d @ r )) = x2 − � k r > � 1,
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i.e. A is unramified.

Â � ( �(7$� l+d+1), Ax− � le � � 1, l < d
e2 − r , l = d

, � d+1 .

If l 5 1 (2), then we have just one nontrivial algebra, therefore A �� 1, (� , � ). The same is true in case
l 5 0 (2), m ( @ r ) �� 1, since then l = d and e2 − r �� 1. Let l 5 0 (2), m ( @ r ) � 1. For the  ®� from the
previous item we have

AIrrk ¯ ¤ ,
� °

)|k( < E ) � (  ®� )2 − � k r , � d+1(  ®� − � d % )

k �¦� , @ r ) = . . . > �
´ � , � d+1 ������% − @ r )

k ��� , @ r ) = . . . > �� 1.

14,15,16. f(� d @ r ) � � l+1 {|m ( @ r ) � � l+1. If µ � m ( @ r ), l 5 0 (2) (case 14), then (� , x2 − � ku) is

unramified. If µ � m ( @ r ), l 5 1 (2), then f( � k r ) � 1 and

(� , x− � le)x2− � k � �
� , � l m ( @ r )

k( @ r ) = x2 − � k r > � (� , m ( @ r )) �� 1,

provided m ( @ r ) �� 1 (case 16). In case 15 we have

q(� d @ r ) �
2

i=0

(� d @ r − � d @ r (1 + � i �Zf ))(� d @ r + � d @ r (1 + � i �Zf � )) �
2

i=0

� i �²f � �|f ,

where � 3 = 1, � is a primitive root. So

Ax2− � k � � � , �|f
k( @ r ) = x2 − � k r > �� 1.

To complete the proof one only need to check that A �� 1 in case 14 and A is nontrivial in 15. In these
cases f(  ®� ) � � l m ( @ r ). Then f(  ®� ) � � in 15 and A is unramified. If case 14 takes place and l < d, then
f(  ®� ) � −e � 1 in k( @ r ). Therefore

Aq � � , � k r (1 + �Zf )2 − � k r
k ��� , r ) = q > � � , f

k �¦� , r ) = q > �� 1.

Finally, let l = d. Assume �µ� O �K such that ¯�k�= ē, � − e � 1, and � 2 − r �� 1. Then f(� d � ) � � − e � 1
and AIrrK|k(� d ± ) � (� , � 2 − r ) �� 1.

Theorem 32 Let d = l, � k r = (� d % )2 � k2, and e = % + � n p , n > 0,
p � O �k.

Let firstly v �� 1� 5 0 (2) and  = � d % (1 + � rw), w � O �K such that � (w) � O �K \ (O �K)2, p = IrrK|k(  ),
r = min{v �� 1� /2 − k,m − 3k/2} (see theorem 30, item 3). Then the following algebra A is unramified,
nontrivial, and not isomorphic to the scalar one.

1. r + n, r + d 5 1 (2). A = ( �'� K|k(
� (w))� , p(x)), where

� (x) =
% x, if r < n,
% x − p

, if r = n.

2. r + n, r + d 5 0 (2). A = (� , x− � de).
3. r > n, n+ d 5 1 (2). A = (−� p �'7 p(x)).
4. r > n, n+ d 5 0 (2), − p �� 1. A = (� , x− � de).
5. r > n, n+ d 5 0 (2), − p � 1. A = ( �(7 p(x)).
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Let now v �� 1� 5 1 (2),   = � v � ­'� µ. Then the following algebra A is unramified, nontrivial, and not
isomorphic to the scalar one.

6. n+ d 5 1 (2), −{ p �� 1. A = ( �'7 x− � d % ).

7. n+ d 5 1 (2), −{ p � 1. A = ( �'7 x− � de).
8. n+ d 5 0 (2), n + r. A = (−{ p � , x− � d % ).

9. n+ d 5 0 (2), n > r. A = (−�|{O�(7 x− � d % (1 + � nw)), where w � O �k such that
p − % w �� 1. (If there

is no such w in k, then A = (−�|{O�'7 IrrK|k(� d % (1 + � nw))), w � O �K)

Proof. Let v �� 1� 5 0 (2). Then

f(  ) � � (� d % (1 + � rw) − � d(% + � n p )) � � d+r � � (w), if r + n,
−� d+n � p , if r > n,

� (w) � NK|k(
� (w)) in K.

So, in cases 1,3,5 the algebra A is unramified.
In 4 f(  ) � − � p � 1, then

Ap � � , � d % (1 + � rw) − � d(% + � n p )
K = p > � (� ,−� n+d p ) �� 1.

In 2 f(  ) � � � (w). System
� (w) �� 1,� (w) �� 1

is always solvable in a "U#�	�����
�� tly large extension K|k. For such w and p we have

Ap � (� , � d % (1 + � rw) − � d(% + � n p )) � � , � (w)

K = p > �� 1.

In 1,3

p(� de) � � d � � G(K|k)
(� n p − � r % w � ) � −� d+rNK|k(

� (w)), r + n,
� d+n p , r = n.

Then in
1. Ax− � de � ( �(� K|k(

� (w))� ,−� NK|k(
� (w))) �� 1.

2. Ax− � de � (−� p �'7$� p ) �� 1. Thus, for case v �¦ 1� 5 0 (2) it is enough to check that in 5 A �� 1. To
do this, assume  ®� = � d % (1 + � t) � k ���!�$��� = 5@ � , t � {1, 2}, t �5 d (2), p� = Irrk � �|� |k(  ®� ). Then
f(  ®� ) � g(  ®� ) � 1 and

p(  � ) � � � G(K|k)
(� d % (1 + � t) − � d % (1 + � rw � )) � � d %¡� t.

So,

Ap E � � , � d+t
k �¦���$= p� > �� 1.

Consider now case v �� 1� 5 1 (2). We have f(� d % ) � −� v � ­'� {|� d+n % p � −{ p � d+n+1, therefore in 6 A
is unramified and in 7 f(� d % ) � 1, Ax−� d ¢ � ( �'78� d+n) �� 1. Furthermore, in 6 A is nontrivial. Indeed,
then Ax−� de � ( �'7$� d+n) �� 1.

In 8 f(� d % ) � −{ p � d+n+1 and A is unramified. Let r = min{v �¦ 1� /2 − k,m − 3k/2} � (1/2)Z,
 = � d % (1 + (− ��{ p � )rw) � K((− ��{ p � )r ), w � O �K((−VX} z � )r), p = IrrK((− V�} z � )r)|k(  ). Then

g(  ) � 4r 2(− ��{ p )2rw2 + � v � ­'� −2k−2rµ + � m−3k/2−2rv% w(− �:{ p � )r ,
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f(  ) � g(  )(− p + % w(− ��{ p � )r−n) � −g(  ) p 1, r > n,
1 + {|% w, r = n.

Moreover,

Ap � −{ p � , � d % (− ��{ p � )r

K((− ��{ p � )r)( f(  )) = p > .

If r � Z, then

Ap � � , (− � )r({ p )d % w
K( f(  )) = p > .

One always can find K,w such that f(  ) � 1 and w �� (− � )r({ p )d % . Then we have Ap �� 1.
Consider r � 1/2 + Z. In this case

Ap � � , @ − ��{ p �
K( @ − ��{ p � )( f(  )) = p > .

In addition, f(  ) � − p (4r 2(− ��{ p )2rw2 + µ). So, Ap �� 1, provided f(  ) � 1.

9. Since v �¦ 1� = min{2k + s,m + k/2}, then v �� 1� < m + n + k/2. Suppose  0 = � d % (1 + � nw).
g(  0) � r 2(2� nw + � 2nw2)2 + � v � ­'� −2kµ + � m−3k/2+nv% w. In view of v �¦ 1� − 2k < m − 3k/2 + n and
v �¦ 1� −2k < 2n (the latter inequality holds because of v �� 1� /2−k < r < n) we have g(  0) � � µ. Therefore
f(  0) � � µ(% w − p

) and A is unramified. Finally, Ax−� de � (−�|{O�'7 p − % w) �� 1.
The theorem is proved.
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