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Abstract

By definition, solutions of differential inclusions are absolutely con-
tinuous functions with L1 derivatives. We prove that at least for Lip-
schitz continuous right hand sides the continuously differentiable solu-
tions are dense in the set of all solutions with respect to the supremum
norm, and an application is presented.
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1 Introduction

Differential inclusions are used in a variety of fields ranging from dynamical
systems with discontinuous right hand sides [7, 8] to control theory [2, 9].
One reason why they are a powerful concept is that their solutions are only
required to be absolutely continuous and not necessarily differentiable, so
that their behavioural repertoire is superior to that of the solutions of or-
dinary differential equations. The price one has to pay for this flexibility is
that the derivatives of the solutions are merely spooky L1 functions instead
of nice continuous curves. This work is supposed to ease this problem for
differential inclusions with Lipschitz continuous right hand side, at least up
to an arbitrarily small epsilon.

As an application we prove that the T-flow of a differential inclusion with
a suitable dissipative right hand side is a contraction.
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2 The result

Let | · | be the Euclidean norm in Rn. For a set A ⊂ Rd, we set

||A|| := sup
a∈A

|a|.

Let CC(Rd) denote the set of all compact convex subsets of Rd and let dist
and distH be the nonsymmetric and the symmetric Hausdorff distance, re-
sprectively. The convex hull of a set A will be denoted by co(A).

The following lemma formalizes a simple geometric principle:

Lemma 1. Let Fi ⊂ Rd ∀i ∈ I and G ⊂ Rd be closed and convex. Then

dist(co(∪i∈IFi), G) ≤ sup
i∈I

dist(Fi, G), (1)

dist(G, co(∪i∈IFi)) ≤ inf
i∈I

dist(G, Fi) (2)

and
distH(co(∪i∈IFi), G) ≤ sup

i∈I
distH(Fi, G). (3)

Proof. Let f ∈ co(∪i∈IFi). There exist λ0, . . . , λd ∈ [0, 1] and f0, . . . , fd ∈
∪i∈IFi, fj ∈ Fij such that

f =
d∑

j=0

λjfj,
d∑

j=0

λj = 1.

Let gj ∈ G be such that

|fj − gj| = dist(fj, G) ≤ dist(Fij , G).

Then g :=
∑d

j=0 λjgj ∈ G, and

|f − g| ≤
d∑

j=0

λj|fj − gj|

≤
d∑

j=0

λj dist(Fij , G)

≤ sup
i∈I

dist(Fi, G),
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which shows (1). Inequality (2) follows from

dist(G, co(∪i∈IFi)) ≤ dist(G,∪i∈IFi)

≤ inf
i∈I

dist(G,∪i∈IFi) (4)

≤ sup
i∈I

dist(G,∪i∈IFi),

and (1) and (4) give (3).

Now we formulate our main result:

Theorem 2. Let F : Rd → CC(Rd) be Lipschitz continuous. Then the
continuously differentiable solutions of the initial value problem

ẋ(t) ∈ F (x(t)) a.e. in [0, T ], x(0) = x0 (5)

are dense in the set of all solutions with respect to the maximum norm.

Proof. For every solution x of (5) there exists an à-priori bound: Let z(s) ∈
F (0) such that |ẋ(s)− z(s)| = dist(ẋ(s), F (0)). Then

|x(t)− x(0)| ≤
∫ t

0

|ẋ(s)|ds

≤
∫ t

0

|ẋ(s)− z(s)|+ |z(s)|ds

≤
∫ t

0

distH(F (x(s)), F (x(0))) + ||F (x(0))||ds

≤ t||F (x(0))||+
∫ t

0

L|x(s)− x(0)|ds,

and by the Gronwall lemma,

|x(t)− x(0)| ≤ t||F (x(0))||+
∫ t

0

s||F (x(0))||LeL(t−s)ds

= t||F (x(0))||+ 1

L
||F (x(0))||(eLt − Lt− 1)

=
1

L
||F (x(0))||(eLt − 1).
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In particular,

|x(t + η)− x(t)| ≤ 1

L
||F (x(t))||(eLη − 1)

≤ 1

L

[
||F (x(0))||+ distH(F (x(t)), F (x(0)))

]
(eLη − 1)

≤ 1

L

[
||F (x(0))||+ L|x(t)− x(0)|

]
(eLη − 1)

≤ 1

L

[
||F (x(0))||+ ||F (x(0))||(eLt − 1)

]
(eLη − 1)

≤ 1

L
||F (x(0))||eLt︸ ︷︷ ︸

=:C1

(eLη − 1). (6)

Now we construct a regular approximation xδ of x. Without loss of gen-
erality we can assume that

ẋ(t) ∈ F (x(t)) ∀t ∈ [0, T ]

as a function. We formally continue it as a function ẋ ∈ L1(R, Rd) by setting

ẋ(t) :=


0, t > T + 1

ẋ(T ), T < t ≤ T + 1
ẋ(t), 0 < t ≤ T
ẋ(0), −1 < t ≤ 0

0, t < −1

.

For given δ > 0, there exists a function ϕδ ∈ C∞
0 (R, R) satisfying supp(ϕδ) ⊂

[−δ, δ] and
∫

R ϕδ(τ)dτ = 1, such that

yδ(s) :=

∫
R

ϕδ(τ)ẋ(s− τ)dτ

is a function yδ ∈ C∞(R, Rd) with

||yδ − ẋ||L1 ≤ δ.

Hence xδ ∈ C∞([0, T ], Rd) given by

xδ(t) := x(0) +

∫ t

0

yδ(s)ds

satisfies
||xδ − x||∞ ≤ δ.
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Consider the time dependent mapping

F̃ : R× Rd → CC(Rd), F̃ (t, x) := F (x)− yδ(t).

Since yδ is continuous, F̃ is continuous w.r.t the Hausdorff metric. By theo-
rem 1.7.1 in [1], the minimal selection (t, x) 7→ m(t, x) of F̃ is also continuous.
Obviously

|m(t, x)| = dist(yδ(t), F (x)),

and
yδ(t) + m(t, x) ∈ F (x) ∀t ∈ [0, T ], ∀x ∈ Rd.

By the Cauchy-Peano theorem, the initial value problem

ȧδ(t) = yδ(t) + m(t, aδ(t)), aδ(0) = x(0) (7)

admits a solution aδ on a maximal subinterval J ⊂ [0, T ] with 0 ∈ J . For
t ∈ J one obtains

|xδ(t)− aδ(t)| ≤
∫ t

0

|yδ(s)− (yδ(s) + m(s, aδ(s)))|ds

=

∫ t

0

|m(s, aδ(s))|ds

=

∫ t

0

dist(yδ(s), F (aδ(s)))ds.

According to theorem 1.6.13 in [9],

yδ(s) ∈ co{ẋ(τ) : τ ∈ s− supp(ϕδ)}. (8)

Hence

|xδ(t)− aδ(t)| ≤
∫ t

0

dist(co{∪s−supp(ϕδ)F (x(τ))}, F (aδ(s)))ds

Lemma 1

≤
∫ t

0

sup
τ∈[s−δ,s+δ]

dist(F (x(τ)), F (aδ(s)))ds

≤
∫ t

0

sup
τ∈[s−δ,s+δ]

L|x(τ)− aδ(s)|ds

(6)

≤
∫ t

0

L(|x(s)− aδ(s)|+ C1(e
Lδ − 1))ds

≤
∫ t

0

L|xδ(s)− aδ(s)|+ L(δ + C1(e
Lδ − 1))︸ ︷︷ ︸

=:C2(δ)

ds.
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The Gronwall lemma yields

|xδ(t)− aδ(t)| ≤ C2(δ)t +

∫ t

0

C2(δ)sLeL(t−s)ds

= C2(δ)t +
1

L
C2(δ)(e

Lt − Lt− 1)

=
1

L
C2(δ)t(e

Lt − 1),

and thus

|x(t)− aδ(t)| ≤ δ +
1

L
C2(δ)t(e

Lt − 1)

≤ δ +
1

L
C2(δ)T (eLT − 1). (9)

In particular, aδ is bounded on J . Hence J = [0, T ], and

||x− aδ||∞ ≤ δ +
1

L
C2(δ)T (eLT − 1) (10)

−→ 0 as δ → 0.

Note that the techniques of our proof take full advantage of the Lipschitz
continuity of the right hand side and hence cannot be modified easily to
obtain a more general result.

3 An application

Now consider the T-flow of a differential inclusion

ẋ(t) ∈ F (x(t)) a.e. in [0, T ] (11)

with the following property:

Definition 3. A set valued mapping F : Rd → 2Rd
satisfies the relaxed one-

sided Lipschitz condition (ROSL) with a constant µ ∈ R if for any x′, x′′ ∈ Rd

and y′ ∈ F (x′) there exists a y′′ ∈ F (x′′) such that

〈y′′ − y′, x′′ − x′〉 ≤ µ|x′′ − x′|2.

Set valued mappings which satisfy the ROSL condition or related dissi-
pativity concepts have been thoroughly investigated in [4], [5], and [6]. The
techniques displayed in those works suggest that the following theorem should
also be correct under weaker assumptions. The aim of the following proof is
merely to illustrate the usefulness of theorem 2.
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Theorem 4. Let F : Rd → CC(Rd) be Lipschitz continuous with Lipschitz
constant L > 0 and ROSL with constant µ < 0. Then the T-flow of the
differential inclusion (11) is a contraction w.r.t. the Hausdorff metric.

Proof. Let x be any solution of (11). Without loss of generality we can
assume that x(0) = 0. Let v ∈ Rd be given. By Theorem 2, for every ε > 0
there exists a solution xε ∈ C1([0, T ], Rd) of (11) such that xε(0) = 0 and
||xε − x||∞ < ε.

The mapping

G(t, x) := {y ∈ Rd : 〈y − ẋε(t), x− xε(t)〉 ≤ −µ|x− xε(t)|2} (12)

has a closed graph, because xε, ẋε, and the inner product are continuous. As
F is ROSL, the right hand side of the time dependent differential inclusion

ẏ(t) ∈ F (y(t)) ∩G(t, y(t)) (13)

is nonempty, and it is obviously convex and compact. By Theorem 1.1.1 in
[1], it is upper semicontinuous in (t, x). Hence there exists a solution xv,ε of
(13) with xv,ε(0) = v according to Theorem 5.1 in [3].

Now

d

dt
|xε(t)− xv,ε(t)|2 = 2〈ẋε(t)− ẋv,ε(t), xε(t)− xv,ε(t)〉

≤ −2µ|xε(t)− xv,ε(t)|2

implies that

|xε(T )− xv,ε(T )| ≤ |xε(0)− xv,ε(0)|e−µT = e−µT |v|, (14)

and
|x(T )− xv,ε(T )| ≤ ε + e−µT |v|. (15)

Since this estimate holds for every ε > 0, e−µT is a Lipschitz constant for the
T-flow w.r.t. the Hausdorff distance.

Note that xε being an exact solution and not just a smooth approximate
trajectory is crucial for the right hand side in (13) to be nonempty.

References

[1] J.P. Aubin and A. Cellina. Differential Inclusions, volume 264 of
Grundlehren der mathematischen Wissenschaften. Springer, Berlin, 1984.

7



[2] Fritz Colonius and Wolfgang Kliemann. The Dynamics of Control. Birk-
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