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Abstract. We consider nonlinear time dependent reaction diffusion systems in one space dimen-
sion that exhibit multiple pulses or multiple fronts. In an earlier paper two of the authors developed
the freezing method that allows to compute a moving coordinate frame in which, for example, a
traveling wave becomes stationary. In this paper we extend the method to handle multifronts and
multipulses traveling at different speeds. The solution of the Cauchy problem is decomposed into a
finite number of single waves each of which has its own moving coordinate system. The single so-
lutions satisfy a system of partial differential algebraic equations coupled by nonlinear and nonlocal
terms. Applications are provided to the Nagumo and the FitzHugh-Nagumo system. We justify the
method by showing that finitely many traveling waves, when patched together in an appropriate way,
solve the coupled system in an asymptotic sense. The method is generalized to equivariant evolution
equations and illustrated by the complex Ginzburg Landau equation.
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1. Introduction. Consider a parabolic system for a function u(z,t) € R™ on
the real line

up = Augy + f(u,ug), z€RE>0, wu(z,0)=up(z), z€R, (1.1)

where A € R™™ is assumed to be positive definite and f : R?™ — R™ is assumed
to be smooth. We are interested in systems that have more than one traveling wave
solution

uj(z,t) =wij(zr —cit), j=1,...,N (1.2)
traveling at different speeds ¢; and with limiting behavior

wy = lim w;(§), w;r = lim w;(§). (1.3)
{——o0 £—o00

It is frequently observed that such systems exhibit special solutions that look like a
superposition of several waves. In Figure 1.1 we illustrate the case of two pulses and
two fronts that travel in opposite direction (¢; < 0 < ¢2) and that can be patched
together (i.e. w;” = w; ), see Section 2 for a more precise definition of the meaning of
patching. Solutions of this type are usually called multifronts or multipulses depending
on whether the limits at =00 agree or disagree. There is quite an extensive literature
that studies existence and stability of multifronts and multipulses close to a fixed
pulse configuration with the single pulses far apart and with a common speed, see
[15], [13], [14], [16], [22], [6]. More recently, in [23] a center manifold is constructed
that contains all types of multipulses (even infinitely many) with large spacings that

travel at a slowly varying speed.
In this paper we consider a finite number of pulses resp. fronts that travel at differ-
ent speeds. We provide a working definition for multifront solutions in an asymptotic
sense that will be sufficient for our approach. Note that in the recent paper [17] the
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Fic. 1.1. Single pulses/multipulse and single fronts/multifront

authors construct an invariant manifold that contains and attracts such solutions up
to a certain time instance prior to collision.

The main goal of this paper is to numerically construct a decomposition of the
solution u(z,t) of the Cauchy problem (1.1) of the form

u(z,t) = Zvj(sc —g;(t),1). (1.4)

The idea is to find functions v; : R x [0,00) — R™, (£,t) — v;(&,t) that approximate
the j—th profile in the multifront and that have a rather local support when compared
to the overall solution u(z,t). The functions g; : R — R denote the time-dependent
position of the j-th profile and will be determined by the numerical process as well.
The N-dimensional system that determines the v; will be set up such that the linear
superposition (1.4) is an exact solution of the nonlinear system (1.1) and such that
this system can be solved on a much smaller domain than the original equation. Note
that, if repelling pulses or fronts appear as in Figure 1.1, then growing spatial domains
are needed to compute and represent the solution of (1.1), while our system will be
solved on a domain of moderate size that stays constant for all times. Moreover, our
method will produce the individual velocities automatically without any a-posteriori
analysis of simulation data.

We follow the freezing approach for single waves in [3],[4] (see [12] for a related
approach) by setting up an appropriate phase condition for each of the single profiles
v;. In Section 2 we derive the basic system of IV partial differential algebraic equations
(PDAESs) for the functions v; that will be solved numerically. The nonlinearities in
this system contain nonlocal terms due to the different positions of the single profiles.

For the numerical computations we truncate this system to a finite interval, use
appropriate boundary conditions, and discretize by finite elements in space and BDF
methods in time. In Section 3 we show several applications of our method to multi-
fronts that occur in the Nagumo and in the FitzHugh-Nagumo system. It may come
as a surprise that the method even works in cases for which it was not designed,
namely fronts or pulses that collide and annihilate each other.

In Section 4 we give a certain theoretical justification of our method. It is shown
that appropriately modified waves (1.2) satisfy the PDAE system in an asymptotic
sense.

Finally, in Section 5 we generalize our ’"decompose and freeze’ approach to general
evolution equations that are equivariant with respect to the action of a (not necessarily
compact) Lie group. As an application we discuss the decomposition of solutions of a
complex Ginzburg Landau equation that has a two dimensional group of equivariances.
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2. Decomposition of Multifronts. Let us be more precise about the process
of patching single waves (1.2). Assume that the left and right limits of the waves
match in the sense that

wf =w;,, j=1,...,N—1 (2.1)
Then we write down the superposition
N
. . wi (§) J=1
t) = wi(r —cit), w;(€) = - , 2.2
=D wan. ) { e 125 (22)

where we have subtracted left limits so that the modified profiles w;, cf. Figure 2.1,
fit together upon summation. In particular, this guarantees by (2.1)

N
lim wu(x,t) Zw Zw; = wj. (2.3)
=2

1

1
e
e

FIG. 2.1. The modified profiles w;, asymptotic 2-front solution w1(x — c1t) + w2 (x — cot) at
t>0,c1 <0<cy

In Section 4 we will show that U(x,t) defined by (2.2) satisfies (1.1) in an asymp-
totic sense, i.e.
U — (AU, + f(U,UL))|| — 0 ast — oo (2.4)
for some suitable norm || - |, e.g. the L3-norm.
Our goal is to set up a decomposition (1.4) that approaches the form (2.2) in an

asympotic sense.
We use a bump function ¢ € C*°(R, R) that satisfies

0<ep(x)<C VreR (2.5)

and has its main mass located near zero. The precise form of ¢ is not important, but
we mention that both, numerical computation and the theory in Section 4, work for
exponential decay of type ¢(t) < e*m“"‘k,ﬂ >0, k> 1.

We look for a solution of the form (1.4) and insert this into equation (1.1). We
suppress the arguments (z — g;(¢),t) of v; and find

N

up = [vje = vj.e95]
Jj=1
Avjee + f (Z vk,zvk g) (2.6)
k=1
o(- — g5( SR
A’ijfg + J (Z vk,ka75>‘| .

Zk 1 — gkt k=1 k=1

I
M=

Jj=1

I
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<.
Il
—



4 W.-J. BEYN, S. SELLE AND V. THUMMLER

Note that the quotients

ez —g;(t)
Sy (e — gu(t))

form a time-dependent partition of unity and that the denominator never vanishes
due to (2.5). In (2.6) we have used this partition to localize the nonlinear part of the
vector field but not the solutions themselves.

A sufficient condition for (2.6) to hold is that each of the terms in brackets van-
ishes. Substituting £ = = — g¢,(t) and pu; = g;; leads to the following system of N
coupled PDEs for £ € R,t > 0.

(2.7)

. v(§)
S 9(€— gr +g5)

N N (2.8)
f (ka(ﬁ—gk +95t), Y vke(§ — gr +gj,t)> v J=L...,N

k=1 k=1

v ¢(& ) = Avjee(§,1) 4+ vje(E, 1) p;(t)

and the simple set of ODEs
gie=wi(t), j=1....N. (2.9)

In the following it will be convenient to write v = (v1,...,0n), § = (g1,---,9N)s
= (p1,...,un) and to abbreviate terms in (2.8)

N N
Fj(v7g)(£7t) = ng(gat)f (Z Uk(fgj»t)7 Z%,g(f;@i)) )
k=1 k=1

(2.10)
Q?(fyt):NLg)g7 §£j :f_gk(t)‘f'gj(t)'
D k=1 ‘P(fkj)
We note that the nonlinear terms F}j(v, g) couple the single functions vy, k =1,..., N

in a nonlocal fashion. From the derivation we also see that one can allow j—dependent
bump functions ¢; that take the size of the j—th profile into account. The quotient
in (2.7) then reads

oi(r = g;(t) o)
ke on (e = gk (1)
The system will be completed by initial conditions for v;, g; and by phase condi-

tions that compensate for the extra unknowns ;.
We impose initial conditions

0;(£,0)=07(¢), £eRj=1,...,N (2.12)
gi(0)=g9, j=1,....N (2.13)
that should satisfy
N
up(z) =Y vz —g)), zeR (2.14)

j=1
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FiG. 2.2. Decomposition of the initial data ug.

In most of our applications below we first select ’U?, g? and then define ug by (2.14). If,
on the other hand, ug is given then one has to do some surgery for finding appropriate
values for v and g?. Assume, for example, that a function ug is given that forms
plateaus near points xg < x; < ...,zy (see Figure 2.2). Then one may choose

9 = (zj_1 + ;) for j =1,..., N and similar to (2.2) define

up(Tj-1), 49 <wjy
’U?(E):—Uo(l’_y_1)+ u()(£+g_?)7 Tj—1 §§+g?§l'] J:277N_1
'U/O(xj)’ Zj Sf-f—g?,
and
’1)0(5) — uo(f +g?)7 5"’9? <z
! uo(xl)a x1 < 5 + g(l]a
0 0, E+9% <an_1
vN(é-) = 0 0
up(§ +9gy) —uo(zn-1), Tn-1<E+ gy

Next we discuss the choice of phase condition that will make the solution of
the system (2.8),(2.9),(2.13),(2.14) unique. For the case of freezing single waves two
possibilities were suggested in [3],[4].

First, suppose that we have template functions v; (e.g. 0; = 1}?) to which we
would like the v; to stay as close as possible. This requires the distance d;(g) =
[lvj(-,t) — 0;(- — g)|| 2 to achieve its minimum at g = 0 for all times. Differentiating
with respect to g yields the necessary conditions

<’Uj—’lA)j,’lA)j’5>£2 :0, jZl,...,N. (215)

In the terminology of differential algebraic equations this constraint leads to an index
2 problem. If we differentiate (2.15) with respect to ¢ and use (2.8) we have

Ui (0 18) = (15 (0.6, 056 22 + (0.6, Avj e + Fy(v,9))22) 1Ly = 0. (2.16)

If (0j ¢, v ¢) p2 # 0 then we can determine p; from this equation and thus have reduced
the problem to index 1.

Second, choose the values p; so that v;, in (2.8) is minimized at each time in-
stance. Geometrically this requires that the time derivative v;(-,t) is orthogonal to
the group orbit {v;(- — ¢,t) : ¢ € R} at all times. This leads to the phase condition

Yorth (Vs 1) = ((V5.6, V5.0 22) 71 = ((Vse, Avjge + p1jvj.e + Fi(v,9)) c2)j0 = 0, (2.17)
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which allows to solve for u; whenever v;¢ is nonconstant. Note that (2.17) can be
obtained from (2.16) when replacing 9, ¢ by v,¢. The complete system to be solved
is now given by the PDAE (2.8), (2.9), (2.12), (2.13) with either (2.16) or (2.17) as
phase condition.

The relative merits of both types of conditions have been discussed for the single
freezing in [3],[20]. It was shown in [20],[19] that the fixed phase conditions leads
to a well-posed PDAE in the neighborhood of a relative equilibrium in one space
dimension. Moreover, the PDAE as well as its discretization on a finite interval have
the wave and its velocity as an asymptotically stable steady state in the classical
Liapunov sense. In [4] we have shown that this pertains on the continuous level to the
orthogonality constraint (2.17). Locally near relative equilibria there is not much of a
difference between both conditions. It is hard to make a general statement for more
global situations, when the initial data are far from any equilibrium. Generally, the
orthogonality condition is more flexible globally since it requires to pre-knowledge of
the solution, whereas the fixed phase condition tends to lead to PDAEs with a better
conditioning.

We conclude with some remarks concerning the numerical solution of the PDAE
system. In Section 3 we will discretize the PDAE as a whole by conventional meth-
ods. It is clear that the effort of solving the system grows linearly with the number
of pulses or fronts present in the solution. On the other hand, in contrast to the orig-
inal equation, one can solve the PDAE system on a fixed and relatively small spatial
domain. So far, the interaction terms that need values outside this domain were cal-
culated by extrapolating with constant boundary values. One may think of reducing
the spatial domain further by solving linearized equations (explicitly) in the outside
domain and using this for calculating the interaction. We have not yet pursued the
details of such an extension. A method of this type will be reminiscent of the vortex
blob method in fluid dynamics (see [2], [8]) which follows moving vortices and then
uses the Biot-Savart law for treating interactions.

3. Applications. We illustrate the method on two examples which possess trav-
eling fronts and pulses: the Nagumo and the FitzHugh-Nagumo equations which both
model nerve conduction.

For two components the PDAE (2.8),(2.9) with the phase fixing condition (2.16)
reads

o()
o) +e(-—g2+ag1)

()
PO T el —g g OO a e D) @1
0= <’Ul(',t)—’[)1,f}17§>, 0= <’L)2(',t)—f}2,’[}2,§>,

gr,e = pa(t), g2t = p2(t),

v1t = Avige +v1ep(t) + floi(,t) +va(- — g2 + g1, 1))

Vo = Avg ge + V2 gpia(t) +

with initial conditions (2.12),(2.13) that will be specified below.

To solve (3.1) numerically we restrict to a finite interval [—L, L] and impose
Dirichlet or Neumann boundary conditions. Then we use the finite element package
Comsol Multiphysics™ /5] with second order elements in space and a BDF method
in time. As a bump function we first set p(x) = exp(—z?/a) with suitable o Later
we see that the computations prove to be quite robust w.r.t. to the choice of .

Whenever the nonlocal terms in the nonlinearity f have to be evaluated at ar-
guments outside the computational domain we extrapolate with the boundary values
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vj(£L). Inside [-L, L] we use linear interpolation. As in the case of freezing single
waves we cannot expect the solutions v; (-, t) to converge to w; from (3.1) but rather to
an approximation ﬁ)jL that solves the stationary boundary value problem on [—L, L].

3.1. Nagumo equation. A simple example is the scalar Nagumo equation [7]
Up = Ugy +u(l —u)(u—a), u(x,t)ER, z€R, t>0, (3.2)

where a € (0, 1).
It has explicit traveling waves connecting the stationary points w; = w; =0and

wi =w; =1

1
) =——, a=V2 a—% ;

(€) I+ en(5) (a—3) s
wa(§) ! o =—V2(a—3).

C l+ep(S)

In addition, there exists a multitude of other solutions which can be computed ex-
plicitly [1].

We use a = i the spatial stepsize Az = 0.1 and 9 = v}, 9, = v as template
functions for the phase fixing condition. As bump function we take p(¢) = exp(z?/a),
where the parameter o = 20 is chosen such that the function is localized around the
region of interest (see Figure 3.4). This setting will be used for all computations with
the Nagumo equation, unless indicated otherwise.

In Figures 3.1 and 3.2 we show the result of a computation starting with initial
data v{,v9, g9, ¢9 that add up to a hat function u° via the superposition (2.14). For
the numerical solution on the finite interval [—L, L], L = 50 we use Dirichlet boundary
conditions

v (=L, t) =wy =0, va(—=L,t) =0, vy(L,t) = wi =1, va(L,t) = wi —w; = —1.
Figure 3.1 displays the sum (1.4)
ue(x,t) = vi(x = (1), 1) + va (@ — 72(), 1) (3.4)

while Figure 3.2 shows the components v; and vy. The darker shaded regions indicate

2k —
‘, —H
15p 2
.
1r\
\
O5F .
ol
-05
b
-15
_2 L L L ]
0 50 100 150 200
t

Fic. 3.1. Fronts moving in opposite directions in the Nagumo equation, evolution of superpo-
sition u. and velocities pu1, 2.



8 W.-J. BEYN, S. SELLE AND V. THUMMLER

t 0 -50

Fic. 3.2. Fronts moving in opposite directions in the Nagumo equation, evolution of frozen
fronts vy,v2.

the two moving intervals ;(t)+[—L, L], j = 1,2 where u. uses the computed values of
v1 Or V9, whereas the lighter shaded regions use exclusively the extrapolated boundary
values of vy and vy. After a short transient period the components vy, vs and the
velocities p1, ue become stationary with opposite values resulting in a broadening

plateau for u. The slopes of the plateau travel at speeds p; = —po in opposite
directions.
3
200 x 10

150

Lo-difference

100

50

\ :

g5 100 50 o0 50 100 02 50 100 150 200
t

Fic. 3.3. Nagumo equation: difference of traveling plateau and superposition of frozen fronts.

For comparison we show in Figure 3.3 the pointwise difference |ugyay (2, t) —uc(2, )|
and the Lo difference |[ttray (-, t) — ue(+,t)|| 2, between the function u. and a solution
Utray that is obtained by solving (3.2) directly on a sufficiently large interval.

There is very good agreement of the two solutions except in two thin layers close
to the two fronts. This results from a phase shift error in the superposition that can
not be corrected by a single phase shift and which grows linearly for increasing ¢. For
the individual solutions v; of (3.1) we expect in suitable norms

vj(,t) —w;(-—71) =0, pi(t)—c¢ ast—oo, j=1,2. (3.5)

Since we do not use the given profiles (3.3) for the phase condition we can only expect
convergence towards w; (-—7;), for some suitable time shift 7;. This shift is determined
by the phase condition in (3.1), i.e. (wW;(- —7;) —¥;,0j¢) = 0. From the last equation
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in (3.5) we then obtain
gi(t) — (¢t + g?) — 7 ast— oo.

Therefore, our numerical calculation suggests that the exact solution ugy of (3.2)
satisfies in a suitable norm

Utray (+, 1) — (7111( —cit — g? — 1) + Wa(- — col — gg — 7—2)) —0 ast— o0

provided the difference of initial positions g9 — g is sufficiently large and the difference
of initial values gay (-, 0) — (@1(- — ¢9) + wa(- — ¢39)) is sufficiently small. A proof of
such a result is work in progress.

In Figure 3.5 we show the behavior of time derivatives |lu:|| and ||| (left) includ-
ing a comparison of ||u;|| for different bump functions (right). The second function is
©(&) = sech(z/3), where (3 is chosen such that the integrals of both functions over R
coincide, see Figure 3.4. For a certain time interval the rate of decay is the same for
both bump functions. From the numerical data one finds the slope 0.25 which coin-
cides with the spectral gap between zero and the smallest negative eigenvalue of the
linearization about the single travelling waves w; and ws . This relation was verified
in [20],[19] for the case of freezing a single wave. For larger times ¢ the decay is better
for the Gaussian p(z) = exp(—22/a) than for the sech-function. The effect vanishes
on larger computational domains where both functions are sufficiently localized.

Fic. 3.4.

0 50 100 150 200 0 50 100 150 200
t t

FIG. 3.5. Nagumo equation: ||ut|| and ||ut|| vs. time and ||ut|| for functions p(x) = exp(—z?/a)
and p(z) = sech(—z/B), B =8.5.
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0 50 100 150

Fic. 3.6. Collision in the Nagumo equation, evolution of superposition u. and velocities 1, p2

t 0 -50 X

Fia. 3.7. Collision in the Nagumo equation, evolution of frozen fronts vi,v2.

In the second numerical experiment we consider a situation that, in a sense,
is opposite to the first case, see Figures 3.6 and 3.7. We start with a downward
hat function and obtain two fronts traveling towards each other with opposite speeds.
Eventually they annihilate each other resulting in a value of zero for the speeds 1, 2.
In Figure 3.7 one can observe slight disturbances in vy, vo during the strong interaction
at collision. Note that after the collision the superposition (1.4) yields a constant

150 ) ;
0.06 )
0.05 .
100 :
0.04 :
0.03 ’
0.06
o8 0.02
0.04
0.01 o002k

Joo 50 0 50 0 50 100 150

o
=
o

o
[
IS

Lo-difference
o
S

o
(=]
<]

F1G. 3.8. Collision in the Nagumo equation, evolution of difference |utrav(z,t) — uc(z,t)| and
of La difference ||utrav (-, t) — uc(-,t)|[ 2y -
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although the components v;,v2 cannot become constant due to Dirichlet boundary
conditions. Rather the asymptotic state of our system is formed by two ramp functions
that are at rest and add up to a constant, see Figure 3.7. As before we observe a
phase shift difference when comparing with the solution of (3.2) on a large interval, see
Figure 3.8. But in this case the difference converges to zero as the constant solution
is approached. Similar results are obtained for Neumann boundary conditions.

In Figures 3.9 and 3.10 we consider a case where a two-front turns into a single
front. This is a case where the number N of components in our ansatz is larger
than the number of components which constitute the final solution. This does not
create any problems for our method. We use boundary conditions that do not require

—H1
Tt M2
05

0 100 200 300 400 500

F1G. 3.9. Merging fronts in the Nagumo equation, evolution of superposition u. and velocities

K1, H2-

X t

F1c. 3.10. Merging fronts in the Nagumo equation, evolution of frozen fronts vi,va.

any a-priori knowledge of the limiting stationary points for the components v; and vs.
Instead of prescribing v and v3 directly, we require v; +v; = w™ and vy +vf = wt
and impose Neumann boundary conditions at the remaining ends. If one insists on
Dirichlet boundary conditions for every single wave then additional boundary layers
will develop.

In the current example the wave behind has a larger speed and merges with the
first wave. This is correctly reproduced by our method. The speeds u1, po of both
components converge to the same value and the superposition of the profiles vq,vs

forms a single front, see Figure 3.9.
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In Figure 3.11 we show the difference between superposition and solution of the
original equation on a large interval. After the strong interaction the rates of decay
for ||ut||z, and ||ue]| (not shown) turn out to be quite similar to the previous case in

Figure 3.5 .

o
o
a
a

1000

-3
x 10
800 2
600 15
400 1
V4
0.5
0

Lo-difference
o o
o o o o
w o S o
al B a al

o
o
@

200

0.025
300 0 200 400 600 800 1000

100 200
t

X

F1G. 3.11. Nagumo, evolution of difference ||utrav(-,t) — uc(-,t)| 2y

3.2. FitzHugh-Nagumo system. The two component FitzHugh-Nagumo sys-
tem (FHN for short)

1
V=V +V —=-V3—R,
! + 3 (3.6)
Ri = ¢e(V +a—bR)

models nerve conduction and possesses different types of traveling wave solutions
such as fronts, multifronts [11] and pulses [9], [10]. We consider the same parameters
a = 0.7,b = 0.8,¢ = 0.08 as in [3] for which traveling pulses exist. Because of
reflectional symmetry, with each solution its mirror image is also a solution traveling
at opposite speed. It is important to note that, due to the lack of diffusion in the
second equation of (3.6), the PDAE system (3.1) is of mixed hyperbolic-parabolic type.
In the two R-equations the convective terms that allow freezing, form the principal
part and this requires some cautionary measure for the numerical solution. With the
finite element code Comsol Multiphysics™ we used streamline diffusion (654 = 0.25)

L) _Ml
- -2

-5 . . . . ]
0 50 100 150 200 250
t

Fic. 3.12. Splitting of a pulse in the FHN system, evolution of superposition V = u. and of

velocities 1, 2.
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Fic. 3.13. Splitting of a pulse in the FHN system, evolution of pulses Vi traveling to the left
and Va traveling to the right.

in order to treat the hyperbolic part correctly. The system is solved on [—70, 70] with
Dirichlet boundary conditions, stepsize Az = 0.1 and ¢(x) = sech(z/3), f = 11.3
(results for a Gaussian @ are similar).

First we consider the formation of two pulses out of a single initial pulse. This
situation was already studied in [3] with the single freezing method. There only one
of the two forming pulses could be frozen depending on the choice of phase condition.
Figure 3.12 displays the behavior of the superposition (1.4) as obtained by our method
and Figure 3.14 shows the difference to a solution of (3.6) obtained directly on a large
interval. The difference is small in most of the space time domain.

In Figure 3.13 one observes that the components V; and V5 develop tiny secondary
waves that travel towards the boundary. The superposition is still correct until these
reach the boundary. When they arrive a slight disturbance of the superposition in
the middle of the interval develops (at about ¢t = 90, see Figure 3.14). We expect that
these boundary effects can be further reduced by using e.g. transparent boundary
conditions. After the separation phase both pulses quickly reach their asymptotic
states, see Figure 3.13, and ||u|| decays exponentially as in the Nagumo case, see
Figure 3.15.

Lo-difference

0 50 100 150 200 250 300 S0 200 100 0 100 200
t X

Fia. 3.14. Splitting of a pulse in the FHN system, difference of the two-pulse computed on a
large domain and superposition of frozen single pulses Vi, Va.

Now we take the two traveling pulses which have been computed in this way and
interchange their initial positions g. Then the two pulses start to move towards
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10 ; ; ; ; ; i
0 50 100 150 200 250 300
t

Fia. 3.15. Splitting of a pulse in the FHN system, time behavior of ||u¢|l,uw = (Vi, R1, Va2, R2)
and ||pel|-

each other and eventually annihilate as shown in Figure 3.16. The difference of the
superposition and the solution of the original equation on a large domain behaves
in quite a similar fashion as in the Nagumo case. At the collision both wave speeds
converge to zero. Figure 3.17 shows that both components Vi and Va5 converge to
constants.

0 50 100 150 200
t

Fic. 3.16. Collision of pulses in the FHN system, evolution of superposition u. = V and
velocities (1, 2.

ui

Fic. 3.17. Collision of pulses in the FHN system, evolution of frozen pules Vi, V5.
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Contrary to the case of fronts this can lead to numerical difficulties for large times
since our phase conditions ar no longer well posed for constant functions (cf. (2.16),
(2.17)). We note that after collision we have again the situation, where we use a
larger number N than necessary for representing the solution and where our method
reproduces the behavior in a consistent manner.

4. Asymptotic properties of multifronts. In this section we show that trav-
eling waves, when shifted as in (2.2), satisfy the PDAE system (2.8) in an asymptotic
sense as t — oo. This will imply a corresponding property of the superposition (2.2)
for the original system (1.1).

DEFINITION 4.1. A smooth function V : RN — R™ is called an asymptotic
N-front solution of (1.1) if there exist constants

€1,C2y ..., CN
such that
u(z,t) =V(r—cat,...,x —cnt) (4.1)
satisfies
[|(ur — Atgy — f(usug))(, )|, — 0 ast — oo. (4.2)

We look for asymptotic N-front solutions of the type
N
V(zy,...,on) =Y () (4.3)
j=1
where ; is defined in (2.2) and w;(z — ¢;t) are C*—smooth traveling waves of (1.1).
In particular, they satisfy the stationary equation
0= Awj e + cjwje + f(wj, wie)- (4.4)
With (2.10) let us write (2.8) as
V.t :Mj(ug) :Avj)§5+vj7ggj)t+Fj(U,g), j=1,...,N. (4.5)
For the special functions
vj:ﬁ)j, gj(t):Cjt,j:].,...,N,t€|R+, (46)
we show in Theorem 4.2 below
1M (@, g) (-, D)2, — 0 as t — oo, (4.7)

i.e. they are asymptotic steady states of the nonautonomous system (4.5). Using the
basic calculation (2.6) we obtain that

N
u(z, t) = Z Wiz — cjt) (4.8)
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satisfies the estimate
(e — Atgy — f(u,uz)) (5 1) 2,

N
= 1> M, g)(- — ¢jt,t)][c, = 0 ast— oo,
j=1

Therefore, the function (4.3) is an asymptotic N-front solution.
THEOREM 4.2. Let w;(z —c¢;jt),j =1,...,N be C* smooth traveling wave solu-
tions of the system (1.1) that satisfy for some constants C,a > 0

g <cg<...<cp, (4.9)
[w; (€) —wj | < CeF* and |lwe(§)]| < Ce 1 j=1,...,N, (4.10)
wi=w;,, j=1,...,N—-1 (4.11)

Moreover, let ¢ € C*°(R,R) be a function for which the exponential estimate
Coe™PlTl < p(z) < CrePil2l 2z eR (4.12)

holds for some positive constants Cy < Cy and 31 < (p.
Then the shifted waves w; from (2.2) and g;(t) = c;t satisfy for some constants
C,e>0

[M; (i, g) (-, )] 2, < Ce™" ¥t >0, (4.13)

where M, denotes the right hand side in the PDAE system (4.5). In particular,
V(z1,...,zNn) = Z;\f:l w;(x;) is an asymptotic N-front solution of equation (1.1).

REMARK 4.3. Clearly, this result does not yet prove the behavior of the numerical
solutions observed in Section 3. For such a result we must show that the PDAE system
(4.5) is well-posed and, moreover, that for stable traveling waves the solutions v;(-,t)
converges to W; in a suitable way ast — oo for sufficiently small initial perturbations.
We think of Theorem 4.2 being a first step towards such a result that justisfies the
overall ansatz in Section 2.

REMARK 4.4. The theorem remains valid for more general bump functions that
satisfy

Coefﬁomk < () < Ole*ﬁlmk, reR with0 <Co <Cq,0< By < Po,k>1.

The case k = 2 was used in some of our simulations above. The following proof will
show that the only modifications occur in the estimates on the intervals marked by Q?
in Figure 4.1 and in the condition (4.17) that determines the subdivision of the real
line.

Proof. Let us first note that (4.10) and (4.4) imply lime_ 4o wjee(§) = 0 and
hence

f(w},0) =0. (4.14)

As noted above it suffices to prove (4.13). For the ease of reading we restrict to the
case where f depends on w only, f(u,u,) = f(u). Using (4.14), (4.4) and (4.10) the
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details of the general case can be filled in easily. In the following we use C' to denote
a generic constant. First, the stationary equation (4.4) yields

N
(M5 (i, 9) (-, )12, =IQIC ) F O bow(€d ;) — Fwy)lIZ,
k=1

N
<c / QeI (3 in(el )~ Flus €)'

+ fa- Q§<§,t>>2|f<wj<s>>|2d5] LD

We estimate the integrals Iy, I separately. When comparing f arguments we fre-
quently use the following equality

N J—1 N
> an(€l) —wi(©) = (wel(€l) —wi) + > (w(&]) —wy). (4.15)
k=1 k=1 k=j+1

Consider first I; and indices 2 < j < N — 1. For ¢ > 0 sufficiently small we define
+ 0 _
Yo =@ E£q) (e —c)t, = (cx — ¢t
and partition R into subintervals as follows (cf. Figure 4.1)
—oo <y <W < <A <<y <Y <L <0=17F
<Y1 <V < < <Ay <A <k < oo (4.16)

Note that the relations v, < fy,j+1 for k <j—1and 72' < Vpyq for k> j + 1 follow
if ¢ satisfies

q<min{ Chil — Ck :1gjgN,1gk§N—1}.
|2¢j — ek — crt
g g 9
£ Q| i Qj f Qj
N | | \ | | | \ | | ...
i { o 1 | ! 0 A L 0 L
Vi—2  Yj—1 Vi1 V-1 0 Yitr  Yi+1 Vjrr Vje2 Vie2 Va2

Fic. 4.1. Decomposition of the interval R.

Our second condition on ¢ is

min ( '_rglinN(cj —cj-1),1) B
q< " : (4.17)

max (max (¢; = ¢;-1), 1) (81 + Bo)

For the estimate of I; we use 0 < Q7(:,-) <1 and the fact that all arguments of f lie
in a compact interval. On each sublnterval we use either the smallness of f or of Qg
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as indicated in Figure 4.1. We obtain

Jj—1

7 N o
[ (L) -1 |ds+2/ Q! (€, )%t

I <C

N
+Z e d5+2/ O n(€l,)) — flwy(€)[2de
M k=1
N
/J Zwk &) &) + Z Q (€,1)d¢
Vj—1 =1 l=j+1 e
Py 0 " e S / Zwk (€0,)) — Flwy(©)Pde
I=j+1"T l=j+1
o N
/ﬁ ;wk &) (5))%&1

j -2
= I{’JrZI}; +ZI§;+ZI§;+I;
N
+ > LT+ Z g+ Z LY+ 15

I=j+1 I=j+1 l=j+1

For the convenience of the reader we give here only the estimate for the crucial
central term I§ and defer the remaining laborious estimates to the appendix. With
(4.9), (4.10), (4.11) and (4.15) we obtain

. Vi N R
11<C7 Zw (€ + (¢ — e)t) — w;(§)]?de
i—1 =1
Vit —
Zwk§+ cj — cx)t) — |2+Z|wk§+ j —c)t) —wy [ ] dg
FY] 1 =1 k=j+1
'YJ+1 -1 'Yj:rl N
e / 3 ezaler(ealge 4 / S eralere—onn g
Yic1 k=1 Vi1 k=j+1

Vit Vit
<C / e—2a(5+(0j—cy—1)t)d§+/ 62a(5+(0j—cj+1)t)d£]
gl

LY V-1 REES

SC _672aq(5j7c]-,1)t + 672aq(0j+1fcj)t:| )

5. Generalization to equivariant evolution equations. In this section we
generalize the idea from Section 2 to evolution equations in Banach spaces that are
equivariant with respect to the action of a Lie group. The abstract setting follows the
approach from [3],[4].

5.1. The abstract formulation. Consider an evolution equation

=Au+ F(u), u(0)=uo (5.1)
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where A, F' : Y C X — X are linear resp. nonlinear operators from a dense subspace
Y of some Banach space X into X. We assume equivariance of both A and F' with
respect to some action of the Lie group G on X

a:G— GL(X), g— alg),
that is
F(a(g)u) = a(g)F(u), A(a(g)u) = alg)Au (5.2)

holds for allu € Y, g € G. In order to mimic the partition of unity construction we as-
sume that there is a module E (i.e. a real vector space with an Abelian multiplication)
acting on X via

o ExX — X, (p,u) — ¢-u,

such that both distributive laws and the associative law hold.
Moreover, we assume that the group also acts on E via a possibly different action

a:G— GL(E), g~ ag),
such that for all g € G, p, v € B, u e X

)(a(g)¥) (5.3)
) (a(g)w). (5.4)

a(g)(ey) = (alg)e
a(g)(e - u) = (a(g)g
Furthermore, we assume that the map

(G- X, g alg)u

is continuous for any v € X and that it is continuously differentiable for any u € Y
with derivative denoted by

dla(g)u] : T,G — X, Aw dla(g)ul.

EXAMPLE 5.1. Consider as an evample X = L?(R,C), G = S' x R with the
action given by

[a(0,7)u)(z) = eu(z —7), ueX, (#71)eS" xR (5.5)

Then with E = Cgmf([R, R) we find that (5.3),(5.4) hold for the setting (0, T)p(x) =
w(x — 1) for ¢ € E. Moreover, with this choice the action is continuous on E. We
note, however, that this property will not be needed for the arguments to follow.

In the following we assume that we are given some ¢ € E such that Z;V:1 a(g))e
is invertible for any choice of g; € G . In Section 2 and in Example 5.1 above this
property is a consequence of (2.5). For the inverse element of some ¢ € E we use the
notation % =L

The generalization of (1.4) is to write the solution u as

N
u(t) =Y alg;(t))v; (¢), (5.6)

j=1
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with unknowns g¢;(t) € G, v; € Y. Inserting into (5.1) and using equivariance (5.2)
as well as (5.3),(5.4) leads to

Mz

ug = ) (a(g;)vje +dla(g)vilg)e)
j=1
N N
= Ala(g)vy) + F(Y_ algr)or)
j=1 k=1

N
P algron

I
Mz

a(gj)Av; + Z
1 —1 a(g

<.
Il

a(g;)

M-

N
Avj + —x 14 = F(Z a(gj_lgk)vk)] .

1
1 Zk:l a(gj 9k =1

J

This equation is fulfilled if the v, g; satisfy the following system

N
vt = Avj + —5 L ” -F <Z a(gjlgk>vk> —a(g; Hdla(g;)vslgje-  (5.7)

2 k=1 a(gj Lon k=1

We simplify the last term as in [4]. Let 1 be the unit element in G, then the tangent
space T1G is the Lie algebra associated with G. By dg(1) : T;G — T,G we denote the
derivative of the multiplication from the left by ¢ at 1. Differentiating the relation
a(goy)v =a(g)(a(y)v) for v €Y at v = 1 yields

a(g)dla(@)elu = dlag)e](dg(1)p) for p € TeGv € Y.

Therefore, defining new coordinates p;(t) € TaG by g;,.(t) = dg;(1)p;(t) turns equa-
tion (5.7) into

N
'
vir = Av; + — < a(g; gk ) —dla(1)v;]p;,
e alg; )y ; ! (5.8)
= Avj + Fj(v, g9) — dla(1)v;]p;
and
i = dg; (1) ;. (5.9)
As usual we add initial data
Uj(O) = Uj70, gj(O) = gj70 j = 1, ey N (510)
that should satisfy
N
Z a(g;.0)v5.0- (5.11)

Finally, we assume that a continuous inner product (-,-)s on X is available and
use this to derive N phase conditions each of dimension dim(G). Suppose we have
template functions ¢; and require the distance dist(v;, O(9;)) = inf e ||v; — a(g)t;]|2
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to the group orbit O(v;) = {a(g)v; : g € G} to achieve its minimum at g = 1. Then
we find the necessary condition

<Uj —ﬁj,d[a(]l)ﬁj])\>2 =0, YA eTiG,j=1,...,N. (5.12)
While this generalizes (2.15) the corresponding generalization of (2.17) is
(vj7t,d[a(]1)vj])\>2 =0, YAeTiG,j=1,...,N. (513)

Note that this requires v;; to be orthogonal to the group orbit O(v;) at all times.
When v;,; from (5.8) is inserted into (5.13) we obtain a linear system of dimension
dim(G) for p;(t) € Ty G that has a unique solution provided dla(1)v;] : T1G — X is
one to one.

To realize the above abstract equations in R*, where s = dim G we take a basis
{e!,...,e*} in the Lie algebra Ty G and write pi; = >_:_, y1; ;€. Then the differentiated
form of (5.12) and (5.13) reads (cf. (2.16), (2.17))

lej,j = fj, where ((Ej)ik)j,kzl = (<d[a(]l)vj}ek, d[a(ﬂ.)ﬁj]ei>£2):’k:1 € R%%,
TAJ - (<AUJ +]:j(117g), d[a(]l)UJ]el>£2)::1
(5.14)
and
Bju; =rj, where ((Bj)ik)f,kzl = ((d[a(]l)vj]ek7 d[a(]l)vj]eiﬁQ):,k:l € R>®, (5.15)

ri = ((Avj + Fj(v,9), d[a(ﬂ)vj]eiﬁz);l .
Altogether we have to solve the differential algebraic system (5.8), (5.10) with phase
conditions (5.14) or (5.15).

5.2. An application to the Ginzburg Landau equation.
The cubic quintic Ginzburg Landau equation [18],[21]

U = Qg + 0u+ f(u),  f(u) = Blul*u + y|u|*u, (5.16)
= QUg, + F(u)

with 0 € R, a, 3,7 € C, u(z,t) € C shows a variety of coherent structures, like pulses,
fronts, sources and sinks [21]. For certain parameter values this equation exhibits
stable rotating pulses [18] as well as fronts that rotate and travel simultaneously.
Equation (5.16) has the same equivariance as Example 5.1. Thus we write u as

N
u(z,t) = Z e~ Wiy (x — 75(t),1) (5.17)

and define u?(t) by 0;.(t) = u?(t) and yi (t) by 7;(t) = pj(t). The system (5.8) is
of the form

0. (6,1) = Av(&,8) +ipf (t)v; (€. 1) + 1] (H)vje(€,1)

N
e(&) 3 e OO0y (¢ — 7 (8) + 75(8), t)) :

=y r (
Zk:1 @(6 - Tk(t) + 7 (t)) k=1
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The phase conditions are derived from the Lo-inner product in the corresponding two
dimensional real system.

0 = (Re(vj; — 9;),Re(0¢)) 2, + (Im(v; — 0;), Im(d5¢)) ,,
0= (Re(v; — 0;), Im(®;)) 2, — (Im(v; — 9;), Re(d;))z,,  j=1,...,N.

For numerical computations we used the parameters a =1, § = —0.1, 3 =3+, v =
—2.75 + i for which the fronts and pulses mentioned above exist.

We first look at the case where the solution for the original system consists of
two waves that rotate at the same speed but travel in opposite directions. As Figure
5.1 shows this is reproduced correctly by our method. The values obtained from
extrapolation are shown in grey colors.

P
R ATHAe
— ug
o o
““““ Ha
‘‘‘‘‘ 1
_17’\
A
10 20 30 40 50

Fic. 5.1. Fronts moving in opposite directions in the QCGL system. FEvolution of superposition
Re(uc) and velocities u7, uf, u3,uf.

Fic. 5.2. Fronts moving in opposite directions in the QCGL system, evolution of frozen fronts
u1 = Re(v1),u2 = Re(v2).

The components vy, v2 given in Figure 5.2 become stationary and the parameters
w, ,uf, i = 1,2 converge quickly to the correct values for the velocities of rotation and
translation. Again the difference to a solution of the QCGL problem (5.16) on a large
domain gives similar results as in Section 3.1 (not shown) and the decay of the time
derivative is exponential as before, see Figure 5.3 (left). Figures 5.4 and 5.5 show
another result in a case where the multipulse consists of a rotating stationary pulse
and a rotating traveling front with the decay rate displayed in Figure 5.3 (right).
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1

0 50 100 150 200 250
t

Fic. 5.3. Fronts moving in opposite directions in the QCGL system, evolution of temporal
change ||ut||z, and ||pt|| for two fronts (left) and pulse and front (right).

Fic. 5.4. Pulse and front moving in opposite directions in the QCGL system, evolution of
superposition Re(uc) and velocities 7, ,u?, ug,ug.

t 0 .50

X

Fic. 5.5. Pulse and front moving in opposite directions in the QCGL system, evolution of
frozen pulse u1 = Re(v1) and front us = Re(va).
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6. Conclusions. We propose a numerical method for separating drifting mo-
tions of interacting pulses and fronts in a nonlinear reaction diffusion system. The
method builds on an earlier approach for freezing single pulses and fronts in a co-
moving frame that is determined by the numerical process. The contribution of this
paper is to embed the given equation into a system of N PDEs where N is at least the
number of pulses resp. fronts that is expected for the solution. An essential feature of
the approach is to decompose the nonlinear vector field by a time-dependent partition
of unity into local parts that decouple when pulses and fronts are far apart. Each
subsystem is expected to describe a single front or pulse in its own moving reference
frame, and the superposition of these single solutions provides an exact solution of
the original system. Except for the nonlinear coupling terms each subsystem retains a
certain shift symmetry that is made use of by imposing appropriate phase conditions.
Altogether, a system of partial differential algebraic equations (PDAEs) arises that
is solved numerically by restricting to a finite domain and employing suitable time
integrators.

There are at least two advantages of our method over solving the original equation
on a - potentially very large - domain. Each subsystem can be solved on a relatively
small and time-independent domain. The advantage becomes more pronounced the
further apart the fronts and pulses are in the original system. Interactions in the
far field are treated by extrapolating the solutions of the subsystems. Second, the
approach provides direct access to the shape and velocity of the pulses and fronts
present in the original solution. It avoids any a-posteriori analysis of the numerical
data in order to extract such information. The price to be paid for this advantage is
the size of the system to be solved which grows with the number of pulses occuring.

The method turns out to be quite robust with respect to the choice of bump
function which forms the building block of the decomposition. Moreover, several nu-
merical tests confirm that the method is able to handle strong interactions that occur
during collision or merging of pulses. Typically, after such collisions the dimension of
our system is larger than necessary for decomposing the solution. Then the method
still works and provides single components that add up to the correct solution and
travel at a common speed or don’t travel at all.

The theoretical foundation of the proposed method is still in its beginning. We
prove that single waves of the given system provide a solution of our PDAE system
in an asymptotic sense. Future work will require to show that the PDAE system is
generally well-posed. Moreover, for the case of stable waves repelling each other one
expects that the set of single waves forms an asymptotically stable equilibrium for
the PDAE system.

Finally, the method is formulated in the abstract framework of equivariant evo-
lution equations which encourages applications to much more general equations than
the one-dimensional reaction diffusion systems discussed in this paper. First success-
ful numerical tests are provided for the quintic-cubic Ginzburg Landau equation with
a two-dimensional group of equivariances.
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Appendix A. Proof of Theorem 4.2 (continued).
From the Lipschitz property of f and (4.12), (4.9), (4.10), (4.11), (4.14), (4.15),
(4.17) we obtain the estimates:

d N
1 <c / F( e + (e — e)t)) = Flwr) + Flwy ) — flwy(€))Pde
- k=1

<c / S a4 (e — et) — g P

°°k1

<c / Zeza@ﬂcrck)t e < C / alE+(es—ent) g
k=1
§C€—2aq(cj—cl)t

forle{l,...,7—1}

- g ©(£)?
h So/w A+ (0 — P

0
<C / T 2(B1=Bo)e—alc—)t) gg < Ce2(Ba—Br)a—B1)(e; -t
<c [, <

forle{l,...,7—1})

27
I *C/ SET cj—clm 3%

<C " 62((51+50)§+50(CJ*Cl)t)dg < Ce2((Bot+B1)a—P1)(cj—c)t
el

forle{l,...,j—2}%

711

N
B7 <0 [T+ (6 = ) = S0 4 S07) ~ O e
71+1 !
/ > fwe(€ — op)t) — wyl [Pdé
v k=
Vi1 N
" / > ck>t>—wk|2df]

+
Yi41

N
e~20(E(es—en)t) g 4 / ) €2a<5+<c]~ck>t>d5]

Rl k=I+1

SC /'YL+1 e—20(§+(0jfcl)t) + €2a(£+(cjcl+l)t)d£]
y

1

SO _672aq(cj-fcl)t + 672aq(cj-fc,+1)tj| )
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We further obtain for I € {j +1,...,N}:

ol 2
111_;_ SC/ 80(5) 2d£
' N (€ + (¢ —a)t)
0
SCi/%eﬂ@ﬁrﬁw&ﬁd%*mmdgg(kﬂwﬁﬁﬂ%ﬁﬂw
.

i

forle{j+1,...,N}:

2 W @(5)2
fii ¢ [/lo o0&+ (c; — cz)t)zal5

SC’/’Y 62((50—51)£+Bo(cj—cz)t)dg < Ce2((Bo=B1)a—P1)v)
~

and forle {j+1,...,N—1}:

Vit N
Ly <C / L PO dk(E + (e = e)t) = ) + flwy) = flw; ())Pde

1 k=1

4\
+ 2
x
L
1
g

=
™~
+
O

\

o

S
=
S~—

\

S
=
T
<8
~

Vg Y
+ / E lwi (§ + (¢j — cx)t) — wk|2d§]
~

o /wll Z 2a(E+(c5—er)t) gg /“/zll EN: 20(E+(ej—er)t) gg
< e* [e3 Ccj—cC + e [e3 cj—cC
W k= g

N
L = l k=l+1
[ v, i N
<C / =20+ —e)t) ge 4 S RaleHe e e
o + +
L" ™" k=1 M k=l+1
7

[ 0
SC 6*204117 _|_€*204¢I'Yz+1:| .

Finally, we have

o N
17 2C [ 17X (€ + e — endt) = S(wh) + Fluf) ~ Fluy(€) P
v k=1

N

N
Z e 20t (e —er)t) ge

N k=1

N oo
<O Jun(€ + (e — an)t) — wi P < c/
=1 TN

<C e—2a(§+(Cj—cN)t)d§ < C€_2aq(CN_Cj)t.
+
REN
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For j =1, the estimate of I; has fewer terms

Mz

- N o
I <c an(e) — fun©)Pde+ Y [ ate vt

Y2
/ > >

N + N
Z/ Q€)% + Z/ SO (1) — Flw (€)Pde
k=2 k=1

o

Il+2111ﬁ+21 +ZI +If.

>
Il

'7+1

w(&f ) = fw(€)[Pdg

TTMZ

L 14, IDE, I° are estimated as before and for If we have

- N _
I SC/% Ze2a(§+(c1fck)t)d£ < 0/72 eza(.EJr(clfcz)t)dé~
0 =2 —oo
Sce—Qaq(CQ—Cl)t.

The estimate of I; for j = N proceeds as follows:

v N N-1 )
<e | [ onel ) - Fon©Pdg+ Y [ @kt ot
- k=1 k=1 """k
N-1 - N=2 ot N
T / Q?V<s,t>2d§+2/7 PO n(El ) — Flwn(€)Pde
k=1 72 k=1 """k k=1

= 17 +ZI§; +Zlf; +Zlfk + I¢
The terms 11,111;, 112;, I 1. are treated as before and for I7 we have:

2a(§+(0N*Ck)t)d€

N—-1
¢ <C
k=1

_2a(§+(cN CN— 1)t)d£<ce—2aq(cN CN— 1)t

>
</
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Finally, we estimate I5. For 2 < j < N — 1 we partition into four terms:

I, <C

Yi—1 0
| e ra+ [ a- ooz

oo

Vit1
_ 09 2
+/0 (1-QUEt)) d£+L

=:lp1 + 122+ 123+ 124,

If(wj'(ﬁ))lzdél
j+1
where
v = q(cx — ¢j)t.
Employing the same estimates as above we find

Ba<C [ 17 wy(€) - )P

Yi—1
< C/ 62a5d§ < (it
— 00
2

dg

Iy < C/O (Cici e+ (e = Ck)t);ggg—jﬂ (€ + (cj —cr)t))

J—1 N
< / ¢ABHIE2B1 (e et Y APt ER2 e —en)t e
Vi-1 k=1 k=j+1

<C e~ 2(Bo+P1)E=2P1(cj—cj-1)t + 62(—50+ﬂ1)€+251(Cj—Cj+1)td§
Yi—1
< C(e 2((Bo+B1)a—b1)(ej—¢cj—1)t 4 p2(Bo—P1)a(ej—cj-1)t=2f1(cj41—¢; )t)

N 2
Wi (Y421 06+ (¢ — er)t) + S 9 + (cj — ci)t))
fa=C EGE *
Vi+1 i1
e / Zez(ﬁo B1E=261 (5 —er)t | Z (2B BEF201 (et g
k=j+1

-
< O/ s e2(Bo=P1)E=2B1(cj—cj—1)t 4 62(B0+ﬁ1)§+2ﬁ1(cj*Cj+1)td€
0

<C [62(50—51)%‘+1—251(%—%—1)75 + 2((Bo+B1)g—P1)(cj+1—¢;)t

Ba<c [ T @) — fnPds <0 [ eetds < cemronn,
Y.
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For j =1 we estimate I as follows:

—qt 0
I <C [ / [ (€)) € + / (1 - QU(¢.1))%de

" /oou — Q€. 1)%de +/°° f<w1<e>>|2df}

=1+ 1o+ 123+ I24.
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I> 3 and I3 4 are estimated as before and for I3 ; and I5 2 we obtain:

Ba<C [ sl - f(wf)|2d£ <o [ emste < oo

0 N N
I, <C P2 PE+ (20 df < C/ Z62(750+ﬁ1)§+2ﬁ1(clfck)tdg

—qt 80(5) qtk 2

0

<C 62(750+ﬁ1)5+251(c1fcz)td£ < 0(62(50*51)@5*251(02701)75).
—qt

Similarly, we find for j = N:

YN -1 0
fzsc/ | (€)) P + / (1- Q% (€, 1)2de

— 00 N—1

’ U - e 0 + In |f<wN<£>>|2ds]

0 qt
=:lp1+ 122+ 123+ I24.

I>1 and Iy 5 are as before and s 3, I3 4 satisfy:

t 2 t N—1
La<C q Zk 1 <P( + (en — )t e < C a Z 62(ﬁ0751)§72ﬁ1(c1\/7ck)td§
’ 0 e(£)? [ON——

t
< C/q 62(,@0*,31)5*251(CN*CNfl)tdé' < 062(50*51)1175*2(‘31(CN*CNfl)t
0

B < C [T 1iun(@) — ff)Pdg < C [ e < e

t
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